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ABSTRACT probability of delivering a copy of the packet t® destination
In this paper, we study the application of Linear Networkiode by some time deadline. Of course, the comyiagation
Coding to routing in sparse networks, where the averageequires additional energy, thus exhibiting teergy vs. deldy
number of neighbors of a node is less than one. Routing iradeoff. Furthermore, limited amount of memorghatnetwork
such networks is facilitated by mobility of the nodes, whichodes may require discarding of the stored papketsaturely,
create sporadic connections in the network. Due to the lorigwering the probability of delivering a copy oéthacket to its
end-to-end packet delivery delays, such networks cafestination.
support only Delay Tolerant applications. Techniques such To increase the probability of a packet delivergyesal
as Epidemic Routing are then used to reduce the pack&bchastic routing protocols have been proposedich each
delivery delay. However, when the nodes are equipped withlaying node tries to forward its packets to sootles that
limited storage, the effectiveness of Epidemic Routingould increases the delivery probability. For exiergrelaying
partially vanishes and the reliability of packet delivery isnode can choose its recipient based on mobilityerpeat
reduced. We show that through the use of Linear Netwoscounter history of other nodes, or other infoionat
Coding, the probability of packet delivery can be improvedlgorithms proposed in [8-12] use one-hop informmtiwhile
for certain region of the network operation. We derive d13-15] accumulate end-to-end information. In [18;21sage of
mathematical model for the condition of this improvemergpecial nodes with high mobility and high storagpacity has
and we confirm our results through simulations. also been proposed, making it easier to selepttipent nodes,
since only the special nodes are selectable.
1. INTRODUCTION Several variants of the ERP have been proposd{26] to
Sparse networks are network topologies where thevercome the nodes memory restriction and to ingitbe

average number of neighbors is small, typically less tine.
Consequently, a large fraction of the time, a netwade
has no connectivity to other nodes. Bhere-carry-forward
[1] paradigm, which relies on mobility to create intdtent
network connectivity, is often employed for routisgsparse
networks. However, this type of routing can introdiocger,
often substantially longer, end-to-end packet defidiays,
compared with the traditional mobile ad hoc netwoitus, the

delivery probability. More specifically, coding-lamsprotocols
[27-29] compress multiple packets in the limitedmogy. With
erasure-coding [28], smaller sized “abbreviatekgiat carry
only partial information of the original data packe
Network-coding [29] was also used to combine mieltip
different packets into smaller number of packetith\abding,
the sink has to receive more than one packet tveean
original data packet. In this paper, we focus om twincrease

store-carry-forwardparadigm can be used only in networksthe probability of packet delivery in ERP when redi@ve

which can tolerate such large and unpredictable deldys.
type of networks is referred to 8&lay Tolerant Networks
(DTN).

An example of astore-carry-forwardrouting protocol is
the Epidemic Routing Protocol (ERIB)] in which a node that
carries a copy of a packet, replicates the packetery other
node that it comes in contact with. The basicisleaferred to as
packet flooding and resembles the process of asdisgpread in
epidemiology [3-7]. The replication of a packeERP increases
the number of nodes carrying the packet, in tunecreases the

limited memory. In particular, we study the uskngfar network
coding [30] for this purpose.
This paper is organized as follows. In Section 2, we

analyze the packet delivery probability when nodes have

limited memory. In Section 3, we apply network coding
ERP, and we analyze the scheme’s performance iln8dct

Simulation results are shown in Section 5. Section 6

concludes the paper.
2. PACKET ROUTING IN DTN

2.1. Epidemic Routing Protocol (ERP)
In theEpidemic Routing Protocol (ERI2], a packet is
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destination encountering a node carrying a cophefpacket generation. WithP, injected into the network, the number of
increases as well. P, copies instantly decreases by one. When there auglen
latter packetsHs, Py ...) injected into the network, the total
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Figure 1 shows the average number of packet copies a Time (sec)

the packet delivery probability as a function of timéiew  Figure 2: Number of copies of a single sequentially routekegpac
the total number of mobile nodes in the systeh#s50 and
the network area is 1000m by 1000m closed torus shape. T?g . . -

: .3. Sequential Delivery Probability (SDP)
encounter rate of two nodes/is- O.QOl/sec. For example, Since the time duration between packets' generations |
130 seconds after the packet creation, the average nofnbegf.

copies in the system reaches 47 and the average pact')((a?d atT4=40 sec and since the storage priority is given to

: A o . € more recent packets, the number of copies of atkepmac
delivery probat_)lllty 'S 90% b_y that tlme._ - will be the same as in Figure 2. Hence, the packetedgli

Of course, given enough time, the delivery probability w o . . .
eventually become 1, if the packet copies are still ptaee probability as a funct|o_n of_t|me of all the packetd a_]ﬂ;o be
the system at that :[ime. However, if packet's copies the same, as shown in Figure 3 for 10 sequential packets.

erased from the system, for example due to lack dfedna Again, compared to Figure 1, the maximum delivery

. probability of all packets, equal to 0.8 in our case, is
memory at th(_a netv_vork nodes, the delivery probabulty decreased. We refer to this maximum delivery probalaikty
cease increasing with time.

the Sequential Delivery Probability (SDP)
2.2. Sequential Packet Routing Although ERP exhibits the highest packet delivery

To study the effect of limited node memory, we asstiee probability for single packet, this is not necessasdywhen
extreme case where each node can store one packetronl sequential routing is considered. Indeed, in this paper
our scenario, there is a single source node thatspaiekets  will propose a new algorithm using Network Coding, aed
to a single destination (sink) node. The time wdébetween will demonstrate how it is capable of improving thePSD
generations of packet$y, is 40 seconds. Since each node
can carry only one packet, the nodes have to dedidéher
or not to remove a stored packet, when encounteridawi
node carrying a different packet. We claim that fisior
should be given to the more recently generated paicket;
the node carrying the more recent packet shouldrtiaits
packet to the other encountered node, which shouldaepl
its packet with the received one.

Figure 2 depicts the number of copies of the first packe
(referred to asP;) with sequential packet generation. As
distinct from Figure 1, the number of copiesPefdoes not
increase up tdl=50, but rather at most barely exceeds 20 ¢
100 sec. After 100 sec, the numberRgfcopies starts to s 0 10030 sa0 as0 320 560 200
decrease and after 250 sec it equals almost zeroceNbé Time (sec)
drop at 40 sec, which is the time of the second pd€kpt Figure 3: ERP delivery probability for sequentially routediess
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3. APPLICATION OF NETWORK CODING TO ERP
We recall that our model allows each node to st@iagle

packet only. We also assume that all the network snode3
including the source and the sink nodes, are capable O

processind-inear Network Coding (LNC)MJsing LNC, a
node may combine at most two consecutive packets.

3.1. Network-Coding Epidemic Routing Protocol
Our
(NC-ERP) operates as follows. The initial packé, is

routed in the network based on the regular ERP. F«

subsequent packets, when a new pakets generated, the

source creates a combination packkt,referred to here as

thek™ combination and the value bkis called the epocit,

is a linear combination of the pack&sandPy.s:
C=ayR +a R,

1X

where ap and a; are coding coefficients randomly chosen

from a Galois field. The combination vectdy, [, o4] is
saved in the packet header, and the packet witle@den is
stored in the source node’s memory. We deflpeas the
group of nodes that carry a combination which combtimes
packetsP, andPy.;.

The source creates and transmits a different conixinat

every time that it encounters another node whicioisn Gy.
When two nodes come into contact with each othey; first
exchange their combination vector. If the two comliamat
vectors at the two nodes are identical, no furttargmission
occurs. However, when the value of the epoch is difiteat
the two nodes, sdyandk-1, the node carrying tHé" epoch
combination,C,, transmits it to the node carrying tfie1)"
epoch combination. If a node carrying a combinatiin
encounters a node that does not carry any combinakien
combinationCy is copied onto the empty node.

Suppose now that two nodes that belong to the €aume
but carrying different combination€,’ andC,, come into

contact with each other, whe@? = a,oP, +ayP,; and

Each node can recombine only once in each epoch, so
once a node irGx recombines, its combination will not
change until it encounters a nodeGnwherej > k.

]2. Sequential Recovery Probability (SRP)

Based on the above model, at any fithe size of the
group Gy is the same as the number of packgtsn ERP.
Hence the probability of the sink encountering ohe¢he
nodes inGx under NC-ERP is the same as the probability of

Network-Coding Epidemic Routing Protocol the sink receiving? under ERP, which equals to SDP.

Packet delivery probability

560

L L L L |
320 400 480 640 720 800
Time (sec)

Figure 4: Recovery Probability for sequential routing @-ERP
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Except for the initial packd®, the sink node can recover
the packeP«in NC-ERP either fronCy or Cy.1. Recovering
P« from Cy requires the sink to recovB, first, or recover
both at the same time by receiving at least twepeddent
combination<Cy. In a similar wayPy can be recovered from
Cuw+1 if Pxe1 has been recovered first, or b&handPy.; can
be recovered at the same time by receiving at Ivast
independent combinatio. ;.

Fig. 4 depicts the probability of recovering 10 sagial
packets while routing 50 packets under NC-ERP. Sbé
for routing the same number of packets under ERRBisNe
note that the recovery probability for the inif@dcketP; is
the highest. We can see that the recovery probesilor the

Cﬁ =R, + 1R, each one of the two nodes creates datter packets decrease and converge to a cedlaie, which

new combination in the form:
Ck = BoiCi +ByCics 2X
wherei =0 andi =1 represent the two nodes. Siiiéis a

linear combination o€ andC,*, the new combinatiors,
(i =0,1) are also linear combinations of the paclktand

Pw.1. The two new combination vectorg, foi, y1i], (i =0,1)
are  calculated as yg =Bodgo+ fidp  and

we referred to as ti&equential Recovery Probability (SRP)

4. MATHEMATICAL MODEL
Although for the results in Figure 4, SRPQ(92) is larger
than SDP (= 0.8), this may not be true in everyecage
study here the condition for which SRP > SDP.

4.1. Multiple packets and packet delivery probability
Suppose that there amecopies of the packé and that
the probability of the sink encountering a copygisFor

Vi = Boi@oy + Byayy, and are saved in the headers of th€xample, in Figure 2, i=21, q is the probability that the

two nodes. Since the coding coefficients are chrmamomly
from a large Galois field, the combinatiadsare likely to be
different from each other with high probability.

sink encounter a copy during 100 sec. The prolaHii, of
the sink receiving at least one copy is:

D=1-(1-q)". )



Now, if insteadn copies of the packd®, there aren

Q1 = D. In other words, since SDP 3, the probability of

combinationsCy, the sink has to receive at least tworeceivingP; is always larger with NC-ERP.

combinations to recovd®,. The probability of this event is
1- (1-q)" - nq(- )", which is smaller than the probability

D. However, P, can be also be recovered from a single

combinationCy or C,, if either P,.; or Px:1 were recovered
first, respectively.

4.2. Initial Packet Recovery Probability

We now calculate the probability of recovering finst
packet P;. Since P; is routed without creating any
combination, the probability of the sink receivirgs D; i.e.,
Pr(P,<P,) = D. After the source routé&, the sink can also
recoverP; from two independent combinatio@s. Thus, if
at any time, the sink receives two independent gaations
C« the sink can recover all the packets betweeand Py
from a single combination for each epdtto epoch(k-1);
ie.,C, G, ... Gt
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Figure 5: Packet Recovery Probabilities

Let Q" be the probability of recoverirg, from C,; i.e.,
Pr(P.<—C,) = Q". As mentioned , the sink can recofeiby
receiving two independent combinatiddswith probability
Pr(P.,P,—{C.,°, G,'}), or by receiving only one combination
C, while recovering?, from C;. As we can see from Figure
6(a), the probability of recoveriri®, fromC; equalsQ’; i.e.,
Pr(P,<—C3) = Q". HenceQ" can be calculated as follows:

Q" =1-(1-q)" - ng(l- 9"+ nql- 9" Q
. @-q)" '
T i ga- o

Next we defineQ, as the total probability of the sink
receiving (or recoveringp;. SinceQ" is independent of the
sink receivingP; directly, we derive), using Egs. 3 and 4:

— + (1_ q)2n
Q=D+(1-D)®' =1 Cral %

Sinceqis in [0,1], Eq. 4 shows th&" is in [0,1], and Eq.

5 indicates that probabilit®; is in [Q",1]. Eg. 5 reveals that

)

Similarly, the probability of the sink recoveriiy is:,
Q, =1-(1-q)" - nql- @' + nql- g OC
Q=Q +(1-Q)X ’
(6)

whereQ, is the probability of recovering, from C,, since

P, can be recovered from two independent combinatigns
or by receiving one combinatidy together withP;.
Since(xg<land & D <1, using Eg. 6, we obtain that:

Q, =D-nql- 9" *(1- D)= D- nql- ¢ '< TC;
l.e., Q, <D. Also, from Eq. 5 and Eq. 6, we deduce tli@t
< Qu
For k = 3, Qk can be derived in a similar way. As
llustrated by Figure 5(b)Q« is the union ofQ, andQ,,

whereQ, is the probability of recovering, from C, Q_,
is the probability of recovering,.; from C,.1, andQ; is the
probability of recovering? from Cy.1, whereQ, = Q*:

Qc =1-(1-9)" - ng@- of"* + nql- 4 OQ,
Q=Q+(1- Q)X
@)

Using Eq. 7, we derive:
Q—Q,=nql- 9" Q, - Q)
k-2 '
Q =Qu+(nq1-9™) OQ- D
Since,Q, < D, we conclude tha@, is a non-increasing

function ofk. Hence by Eq. 7, we postulate tikats also a
non-increasing function d, bounded by @",1]. Thus we
have demonstrated that the probabil@yconverges to a
certain value, as depicted in Figure 4.

4.3. Sequential Recovery Probability (SRP)
The probability of recoverinBy from Cy.; is Q" and the
probability of recovering® from Cy is Q_. After routing

many packetsk(>>1), Q, becomes equal tQ_,. As per

Figure 5(b), after the system converg@s,=Q.,, =Q~,

and Q" = Q, whereQ" and Q" are two independent

identical probabilities in steady state. UsiRg from Eq. 4

and the convergend®® =Q", we derive the probability of

recovering a packet in steady state (SRPas follows:
R=Q +(1-Q)IQ = J(2- Q)

_ [ (1-q)° ] 8
=1-| "4
1-nqg(l- )"

Using Eqg. 3, we express this equation as a funcfi@h



1-D
1- n(l— - D)%j(l— D)" 71

(Eqg. 8 can also be derived from Eq. kasx.)

R=1-

4.4. Improvement of SRP
Since SDP ) and SRP R, the difference between SDP

of D; negative rangevherel is negative angositive range
wherel is positive. We further observe that as the nuraber
copies increases, the rangdoivherel is positive increases
as well.

5.SIMULATION RESULTS
We performed our simulations in a 1000 m by 1000 m
closed torus-like area, with the network consisth@N=50

and SRP) = R-D, expresses the improvement in packefnobile nodes plus one sink node. The transmissiogerofa
recovery probability under NC-ERP. To evaluate thé&ode is 25 m. The movement direction of each nede i

improvement of NC-ERP, we establish the conditishenl
>0. FromEq. 3D =0wherg=0,D = 1 wherg= 1. Hence,
using Eq. 8, we confirm that the improvement0 whenD =
0 orD =1.

Next we derive the derivative bfwith respect td. The
derivative ofR respect tq is:

dR_ 2n(- " if1- @- o))

dR_ : ©)
dq (1-na@- o)
and the derivative dD respect tq is:
== 10)
q
Hence, the derivative dfrespect td is:
d(R- D) _20-9)ff1- (1—q)“‘1)_1. 1)

db (1-na@- o)’

0.15

Improvement

Figure 6: Improvement of SRP

From Eq. 11, we realize that the derivativé afD=0 and
atD=1 (or, equivalentlyfor g=0 andg=1) equals -1. Sinde
= 0 at these two points amhds a continuous function af,
this confirms that forD close to 1, is strictly positive.
Similarly, for D close to 0) is strictly negative. Thus, theer
are values oD for which NC-ERP improves the SRP, as
compared with the SDP of ERP.

Figure 6 presents the SRP improvemkrds a function of
D for different number of copias We note the two regions

uniformly distributed in [0, ] and the speed is uniformly
distributed in [20, 50] m/s. Each node changewétscity
every 5 sec. In this random mobility model, theoemter
rate’l. between any two nodes is 0.001 contacts/sechall t
simulation results are averaged over 1000 runs.

Fig. 7 shows the simulation result of recovery piulities
for the first 15 source packets under NC-ERP ftieint
time intervalsTy, compared with the analytical result derived
by Egs. 5, 6, and 8. Figure 7(a) depicts 6% imprave of
NC-ERP when the SDP value is 70%. However, when the
SDP value is 50%, Fig. 7(b) shows that NC-ERP
improvement is negative 0.9%.

Based on the analytical resul, is a decreasing function
of k. Both analytical and simulation results show that th
packet recovery probability converges to SRP.
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6. CONCLUSIONS

(12]

In this paper, we proposed a new protocol, termed

NC-ERP, which applies Linear Network Coding to EREr.

scenarios of limited nodal memory and high packeation

rate, the NC-ERP advantage stems from the factahgat
combination carries partial information of multigdackets.
Although to recover a packet the sink is requiedeceive
multiple combinations, this is naturally supporiedERP

through the replication operation.

(13]

(14]

(15]

We derived a mathematical model for the NC-ERP revhe 1

the nodes can store one packet only, and a corigrinat

created from only two consecutive packets. Using th

mathematical model, we proved that there existertaio
range for which NC-ERP improves the SDP. We vetifie
accuracy of our mathematical model by simulations.

Our results are more general - the advantage dyiagp
linear network coding to sequential packet routmgiot
limited to the ERP only. Indeed, as long as theotoutes
multiple packets and the sink can receive theskegpaavith
high probability, linear network coding can improtree
packet delivery probability.
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