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Abstract—Cooperative communication is a promising way to 
reduce probability of packet loss. The massive deployment of 
nodes in wireless sensor network renders such networks 
especially attractive for exploiting the advantage of cooperative 
diversity. Similarly, when used appropriately, network coding 
could also improve the probability of correct reception. In this 
paper, we introduce the cluster-based Cooperative Coding (CC) 
protocol, which is based on the integration of cooperative 
communication and network coding. In particular, in the CC 
protocol, network nodes are grouped into multiple clusters and 
nodes within the same cluster cooperate in transmitting and 
receiving packets. Such an integration reduces the amount of 
redundant information being forwarded to ensure high 
probability of correct end-to-end reception, when link-level 
retransmission of erroneous packets is not allowed (i.e., no link-
level feedback). In particular, our analysis shows how to optimize 
the performance of the network by properly sizing the clusters. 
Compared to schemes without cooperation (whether with or 
without network coding), our simulation results demonstrate the 
significant performance improvement of the proposed scheme. 

I.  INTRODUCTION 

In multi-hop wireless sensor networks, the information 
from the source to the destination is relayed by intermediate 
nodes. Traditionally, the routing protocols choose a path - a 
sequence of nodes between the source and the destination - 
and then forward packets along the path. To combat the link-
level packet loss and to avoid significant end-to-end 
throughput degradation, networks use link-level 
retransmissions. However, due to correlation of errors in 
retransmitted packets especially in wireless networks, 
retransmission is often quite ineffective. It could also be quite 
inefficient, leading to significant waste of network capacity 
and energy, and considerably increasing the end-to-end delay. 
Thus, in numerous instances, such as real-time traffic for 
example, link-level retransmission may not be the right 
approach for increasing the end-to-end transmission reliability. 

In contract, cooperative communication [1] has recently 
received significant attention as a way to improve the 
reliability of wireless links. For instance, the cooperative 
scheme in [2] suggests that the traditional routing may not be 
the best approach. Cooperative communication exploits the 
broadcast nature of wireless communications, where with a 
single transmission, a number of cooperating nodes receive 
and relay the data. Due to spatial diversity a receiver can then 
combine multiple relayed signals (diversity combining) or 
choose the best signal (selection diversity) at the physical 
layer to improve the overall channel quality [3]. Moreover, 

due to reduced time- and space-correlation of the transmission 
fading, the overall reliability of the received signal is increased. 
Depending on the type of diversity used at the physical layer, 
radios may need to be able to synchronize reception of 
multiple signals.  

In cooperative communication, clustering could be used to 
group nodes which are located close to each other. The massive 
deployment of the nodes in wireless sensor network provides 
an effective scenario for node clustering. All nodes in a cluster 
cooperate to transmit and receive packets to/from other 
cooperative clusters. Compared with other schemes, the 
cluster-based approach reduces the complexity of resource 
management of the cooperation among the cluster’s nodes.  

Recent research in network coding has revealed its potential 
in increasing the capacity of wired and wireless networks. The 
capacity gain is achieved through coding of information 
received from multiple sources [4]. 

 

Figure 1:  Example of cooperative clusters in a wireless network 

In this paper, we integrate network coding to introduce the 
cluster-based Cooperative Coding (CC) protocol. Unlike 
cooperative communication schemes at the physical layer, CC 
integrates coding and cooperative diversity at the link layer, 
which could be implemented with standard radio hardware. 
Indeed, it is natural to explore the combining of network 
coding with cooperative diversity at the link layer, because in 
cooperative communication the broadcasting property of the 
wireless medium allows a node to overhear packets from 
multiple relays. The relay nodes can encode overheard 
information from different sources and forward the coded 
packet to other nodes. When enough information is received at 
the destination nodes, the destination nodes can then recover 
the original packets.  

In our model of CC, there are multiple nodes in the receiver 
and in the sender clusters of each hop. Fig. 1 illustrates an 
example of cooperative transmissions from the source to the 
destination through multiple clusters, where packets are relayed 



 

from a cluster to a cluster. We assume that the intra-cluster 
distances are much smaller compared with the inter-cluster 
distances. As opposed to the traditional case in which each hop 
is composed of a point-to-point link, in cooperative 
transmission, each hop is replaced with many-to-many links. A 
node that hears packet transmission from the nodes in the 
previous cluster will relay the packet to the next cluster towards 
the destination. Therefore, the routing path can be represented 
as having a “width,” which is determined by the number of 
nodes in a cluster. This cooperation in relaying the packets 
increases the probability that the packet will reach the 
destination. To achieve this goal, in this paper, a simple 
clustering and medium access control are introduced based on 
the work in [9]. In addition, to reduce the number of packet 
transmissions, CC randomly mixes the received packets and 
relays the coded packet by cooperating with the nodes within 
the same cluster. Thus a more reliable communication can be 
achieved. We show how to compute the number of cooperating 
nodes in a cluster as to optimize the end-to-end performance.  

We also compare our proposed CC protocol with schemes 
that do not employ cooperation, whether with or without 
network coding. Our analytical results, validated by 
simulations, show that CC leads to significant performance 
improvement of throughput and of successful packet reception 
probability. Thus, we demonstrate that the CC protocol can 
exploit the integration of cluster cooperation and network 
coding in improving the network performance. 

The paper is organized as follows. In Section II, we review 
the related work. Section III presents an example of how packet 
forwarding could benefit from cooperation and network coding. 
The proposed CC protocol is then introduced in Section IV. 
Section V presents a mathematical analysis to calculate the 
proper number of nodes in a cluster for optimizing the end-to-
end performance. Section VII discusses performance 
evaluation, followed by conclusion in Section VIII. 

II. RELATED WORK 

A. Cooperative Communication 

In the wireless network environment, where transmission is 
subject to loss, exploiting multi-user diversity is one of the 
techniques to combat the transmission impairments. At the 
physical layer, nodes overhearing a transmission 
simultaneously relay the signal. Such cooperative 
communication was investigated in numerous works (e.g., [3], 
[5], [6]), and either “amplifying-and-forwarding” or “decoding-
encoding-and-forwarding” is performed by the relay nodes.  

Several works have proposed cluster-based cooperative 
communication. In [7]–[9], the cluster design and 
corresponding energy conservation are investigated. Given 
energy constraint for each link, [10] proposes a scheme to 
minimize end-to-end outage probability. The CC scheme builds 
on the idea of these cluster cooperation schemes, but adopts a 

fundamentally different approach − it uses flow-based network 
coding on the link layer. Also, in contrast with most 
cooperative diversity approaches, the CC scheme does not 
require synchronized signal transmissions. 

Opportunistic routing is a technique that realizes some 
gains of cooperative diversity at the link layer. The testbed of 
the ExOR protocol [11] was first shown to improve 

performance over the traditional deterministic forwarding. 
However, in ExOR, to prevent medium collisions, a strict 
transmission scheduling is imposed at the cost of reduced 
spatial reuse. The MORE protocol [12] addresses this issue and 
further improves the throughput by using network coding. In 
MORE, there is no particular next-hop for opportunistic routing. 
Once a node overhears a coded packet, it is involved in 
forwarding the packet. In contrast, CC builds a structural way 
to transmit coded packets by grouping the nodes into the cluster. 
The next-hop is limited to a finite group of nodes. Therefore, 
unnecessary transmissions are avoided, and the complexity for 
resource management of nodes is reduced. The CC scheme 
takes the advantages of cluster-based forwarding, spatial 
diversity, and network coding. 

B. Network Coding 
As opposed to traditional networks with single relay hop, in 

network coding intermediate nodes intelligently mix the 
received packets, so that the resulting transmitted packets 
contain information of multiple messages. One of the first 
works that studied network coding was the paper by Ahlswede 
et al. [4], which analyzed capacity bound of networks. Several 
papers (e.g., [4], [13], [14]) show that network coding can 
achieve the maximum multicast capacity in wired network. In 
the context of wireless networks, network coding was proposed 
to improve the performance of multicast [15] and broadcast 
[16]. Testbed experiments were conducted to demonstrate the 
throughput gain for unicast applications [17]. Through 
theoretical analysis, [18] quantified the potential throughput 
gain of coding-aware routing.  

III. MOTIVATION 

To justify the integration of cooperative communication 
with network coding, this section presents an example that 
demonstrates the improvement in performance of such an 
integrated scheme. Consider Fig. 2, where the source node (src) 
attempts to deliver two packets, a and b, to a destination. 
Assume that all the nodes in the cooperative cluster received 
two packets and that the probability of a successful 
transmission over any link to a target node in the next cluster is 
0.5. Note that the target node can be one of the nodes in the 
next cluster or the destination node. As discussed in Section I, 
we assume that link-layer retransmissions are not feasible. 

In Fig. 2(a), packets a and b have been both received 
(overheard) by all the nodes in the cluster. To maximize the 
probability of reception of both packets, the nodes in the cluster 
transmit each packet the same number of times. Thus, for 
example, nodes 1, 2, 3, and 4 transmit packets a, b, a, and b, 
respectively. In this case, the probability that both packets a 
and b are received by the target is (1-(1-0.5)

2) × (1-(1-0.5)
2) = 

0.5625. With network coding, as in Fig. 2(b), each node in the 
cooperative cluster having overheard the coded packets, (a+b) 
and (3a+2b), from the previous cluster (the src node in this 
case), creates and transmits a linear combinations of the 
received coded packets. In this way, as long as the target 
receives two independent coded packets, the two original 
packets a and b can be recovered. Thus, the probability that 
both packets a and b can be acquired by the target is               
(1-(1-0.5)

4
-4 × (1-0.5)

4
) = 0.6875, which is higher than the 

corresponding probability of the non-coding scheme in Fig. 



 

2(a). Network coding offers an elegant solution to improve 
reliability in cluster-based forwarding. Without network coding 
each relayed transmission contains only information of one 
original packet. With network coding loss of some of the 
transmissions could be compensated for, because each relayed 
transmission contains linear combination of some of the 
original packets. Hence, the original packets could be 
recovered from the correctly received transmissions. For 
example, as in Fig. 2(b), assume that node 1, node 2, node 3, 
and node 4 create and transmit the linear combinations (4a+3b), 
(2a+b), (5a+4b), and (7a+5b), respectively. Despite the fact 
that one or even two of the transmitted linear combinations are 
lost in transmission, the target node can still recover the 
original packets a and b from the correctly received linear 
combinations. On the other hand, in Fig. 2(a), when the 
transmission of nodes 1 and 3 (or transmissions of nodes 2 and 
4) are lost, packet a (or b) cannot be recovered by the target 
node. 

 

 

Figure 2:  Example of the benefits of network coding and cooperation 

Of course, the performance of a protocol that build upon the 
above cooperative and coded communicated depends on a 
number of parameters. One such key parameter is the size of 
the cooperative cluster. Consider again the example of Fig. 2(b), 
where the successful receipt probability is 0.6875. To achieve 

higher performance gains, more nodes are needed to help relay 
the packets. Furthermore, not all the combinations transmitted 
by nodes in a cluster need to be successfully retrieved by any 
single relay in the next cluster. The multiple relays with 
different coded packets in the same cluster can further 
cooperate to forward different coded packets as long as 
sufficient information is relayed to the next cluster. In Section 
V, we address the selection of the cluster size, so as to ensure 
high decoding probability at the destination. 

IV. THE CLUSTER-BASED COOPERATIVE CODING PROTOCOL 

 In this section, we present the proposed CC protocol. We 
first introduce how CC incorporates routing and medium 
access control in a cooperative manner, and how to apply 
network coding as part of the packet forwarding operation. 
Then, we describe how the cooperative clusters are formed. 

 
Figure 3:  “One-node-width” path 

A. Routing and Medium Access Control with Network Coding 

In CC, a “one-node-width” path is first discovered between 
the source and the destination, as illustrated in Fig. 3. Such an 
initial path can be found by traditional routing protocols; e.g., 
AODV (Ad hoc On Demand Distance Vector) [19] or DSR 
(Dynamic Source Routing) [20]. The energy transmission for 
each link can be used as the link’s cost to discover minimal 
cost path. Next, the nodes on the initial path become cluster 
heads and recruit other nearby nodes to form clusters. CC is 
designed to transmit data in a block of coded packets from a 
cluster to a cluster. Recruiting of cluster nodes is done per 
block of forwarded packets. Recruiting of nodes of the next 
cluster commences once all the coded packets of the block are 
received by the previous cluster. Then, the newly generated 
coded packets of the block are forwarded, where the nodes 
within the sending and the receiving clusters cooperate in 
transmitting and receiving. 

1) The Source: The source node partitions the data into 
blocks of m packets. The m uncoded packets in a block are 
called native packets. A native packet is denoted by xi, ∈{1, 
2 . . . ,m}. The source transmits coded packets to the nodes in 
the next cluster. A coded packet x'j is a linear combination of 
the native packets, generated as:  

∑
=

=
m

i

iijj xcx
1

'  

where the cji's are the coefficients picked randomly, and the 
addition and multiplication are operations over a Galois Field, 

GF(2
q
). We embed a code vector, jc  = (cj1, cj2, …, cjm), and 

the block id, into the x'j packet's header. The source maintains a 
counter with some initial value m', where m' > m. Each time the 



 

source transmits a coded packet, the counter is decreased by 1. 
The source keeps transmitting randomly coded packets until 
the counter reaches zero. 

2) Recruiting and Forwarding: The recruiting and 
forwarding operations run per hop from the source to the 
destination. The cluster head of a receiving cluster initiates the 
construction of the next cluster after it has received the coded 
packets of the same block from the sending cluster. The 
receiving cluster now becomes the current sending cluster 
consisting of the same nodes which received the packets from 
the previous hop.  

For each node of the sending cluster, the sending cluster 
head first schedules the specific time when it can transmit the 
coded packet to the receiving cluster. The receiving cluster 
head then recruits adjacent nodes to form the receiving cluster, 
and selects the nodes with higher cost Cj . We define Cj for 
node j, which may possibly be recruited for the receiving 

cluster, as:  ( )∑
∈∀

−=
cluster  sending i node 

ijijj pIC 1 , where pij is the loss 

probability of sending a packet from node i to node j, and Iij is 
the indication function whether node j is available for receiving 
packets when node i in the sending cluster is transmitting. 
Node j may not be available because it has been scheduled to 
transmit or receive packets for other cluster of a different route. 
The pij-s are periodically evaluated by a node for all of its 
neighbors via ping probes. Iij depends on how the sending 
cluster head schedules the nodes to transmit packets. Therefore, 
the nodes which are likely to receive more packets from the 
sending cluster are chosen to form the receiving cluster. 

Assuming that a node has received the coded packets x's, 

the new coded packet can be generated as j

m

j j xcx '''
1∑ =

= , 

where cj'-s are random numbers chosen from GF(2
q
). In this 

way, the x'' is also a random linear combination of the native 
packets, since  

∑ ∑= =
== m

j

m

i ijij xccx
1 1

)('' ∑ ∑∑= ==
=m

i

m

i iii

m

j jij xgxcc
1 11

)( . 

Like the source node, when forwarding the coded packet, a 

node will embed the new code vector, 
j

g  = (g1, g2, …, gm) 

within the x'' packet's header. 

3) At the destination: When the destination obtains a coded 
packet, it will first check if the packet is innovative. A packet is 
considered innovative if it is linearly independent from the 
previous packets of the same block that the destination has 
received. If the coded packet is not innovative, it will be 
discarded. Each coded packet represents a linear equation of 
the m native packets and the coding coefficients are known to 
the destination via the embedded code vector. Thus, as long as 
m innovative packets have been collected, the destination is 
able to recover the native packets. The decoding process in the 
destination involves solving the following set of linear 
equations, for example by Gaussian elimination algorithm. 
When the rank of the matrix is m, (i.e., there is no linear 
dependence between the m coded packets) the linear equations 
can be uniquely solved. 
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In these equations, an x'i is a coded packet received by the 

destination, while its corresponding code vector is ic  = (ci1, 

ci2, …, cim), and xi-s are native packets. 
The nodes in the sending cluster may have received more 

than one packet from the previous cluster, so that they can 
create its own combination. To generate a random linear 
combination, a node combines all the received packets of the 
same block with randomly selected coefficients. 

 
Figure 4:  The cluster-to-cluster transmission model 

B. System Model 

Fig. 4 demonstrates our system model when a source node 
transmits packets to a destination. There are k clusters between 
the source and the destination nodes. Cluster i consists of ni 
cooperating nodes which are relatively close to each other. 
Furthermore, the nodes in the same cluster are assumed to be 
within the transmission range of each other. The j

th
 node in 

cluster i is represented as node (i, j), where i∈{1, 2, . . . , k} 
and j∈{1, 2, . . . , ni}. 

Two nodes from neighboring clusters may not necessarily 
be connected at all times. We define connectivity as the 
condition evaluated at a specific time that a node in the 
receiving cluster can receive a packet from a node in the 
sending cluster when the sending node has been scheduled to 
transmit the packet at the specific time. We define rij, 
associated with the node (i, j), as the number of nodes in the 
cluster i + 1 that are connected (i.e., can receive the 
transmission) from the node (i, j). For example, in Fig. 4, r12 = 
3. Three nodes, the nodes (2, 1), (2, 3), and (2, 5), can receive 
transmission from the node (1, 2). Moreover, rkj , j∈{1, 2 . . . , 
nk}, is an indication whether the node (k, j) is connected to the 
destination (the k

th
 cluster is the last cluster). rkj can be either 

zero or one. Also, we denote rs as the number of nodes in 
cluster 1 which are connected to the source node. In general, 
the parameters rij and rs can change with time based on the CC 
scheduler. 



 

As discussed in Section IV-A2, for any two nodes from 
adjacent clusters that are connected, a transmission loss 
probability is defined. This probability depends on the quality 
of the wireless link [21], and we denote, p(i,j)(i+1,q), i∈{1, 2 . . . , 
k - 1}, j∈{1, 2 . . . , ni}, q∈{1, 2 . . . , ni+1} , as the loss 
probability of a transmission on the link between the node (i, j) 
and the node (i + 1, q). These probabilities for the links 
between the source and the nodes in cluster 1 are defined as 
ps(1,q), q ∈  {1, 2 . . . , n1}. The corresponding probabilities of 
the links between the nodes in the last cluster and the 
destination are denoted by p(k,q)d, q ∈  {1, 2 . . . , nk}. Table I 
lists the parameters used in the paper. 

TABLE I.  PARAMATERS 

ni Number of nodes in a cluster i 

k Number of clusters between the source and 
destination 

rij 
Number of nodes in cluster i+1 that are 
connected to node (i,j) 

rs 
Number of nodes in cluster 1 that are connected 
to the source node 

p(x)(y) 
The loss probability of a transmission over a link 
between node x and node y 

m Number of native packets in a block 

V. ANALYSIS OF THE NUMBER OF NODES IN A CLUSTER 

Although a larger cluster results in better performance (i.e., 
larger end-to-end successful receipt probability), it also leads to 
more transmissions and, thus, larger overhead. Thus, there is a 
tradeoff between the performance and the number of cluster 
nodes. 

The goal is to maximize the decoding probability at the 
destination node, while maintaining the traffic below some 
level. To this end, we compute the probability that all the m 
native packets in the same block can be decoded when the size 
of cluster i is ni. In our analysis, we make the following 
Fundamental Assumption: a packet received by the destination 
and transmitted by the node in cluster k is innovative with high 
probability; i.e., the first m packets received by the destination 
are with high probability linearly independent. Therefore, we 
assume that as long as the destination has gathered m packets, 
the m native packets can be decoded. We will show in Section 
VII that this assumption is, indeed, justified. 

The assumption is based on the observation in [22], where 
it has been shown that the probability that a coded packet is 
useful to another node is 1-(1/2

q
), when each relay node has 

abundant buffer to store coded packets. Recall that 2
q
 is the size 

of the Galois Field. Typically, 1-(1/2
q
) is very close to 1 for 

practical values of q. The selection of the value of q depends on 
the tradeoff between sufficient linear independence and other 
parameters such as the overhead of the packet header, the 
buffer size, and the ease of implementation. Usually, q is 
chosen to be 8 (i.e., one byte is required to encode a 
coefficient). Thus, the size of the Galois Field is 2

q
 = 2

8
 = 256. 

We define Vij, where 1 < i ≤ k, 1 ≤ j ≤ n, as the probability 
that node (i,j) hears at least one coded packet transmitted from 
the nodes in the cluster i-1. Also, V1j, 1≤ j ≤ ni, is the 
probability that at least one coded packet sent from the source 

node is received by a node (1,j). We assume that the network 
connectivity is uniformly distributed, meaning that the 
probability that a node in the cluster i is connected to the node 
((i+1),j) is equal for any j. Moreover, a node (1,j) in cluster 1 
can successfully hear the packet from the source with 

probability )1( ),1(

1

js
s p

n

r −×  . Also, the probability that node 

(i,j) can successfully receive a packet from the node (i-1,t) is 

given by: )1( ),)(,1(

)1(
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where we recall that m' stands for the number of coded packets 
the source actually transmits to cluster 1. Therefore, Vij can be 
iteratively computed from the above equation. 

Next, let Ps denote the probability that at least m packets 
are received by the destination. Using the above formula for Vij, 
we calculate the value of Ps. Based on our Fundamental 
Assumption, Ps also represents the probability that all m native 
packets can be decoded at the destination. With the above 
analysis, we can compute Ps for a given number of nodes in 
each cluster. In addition, the expected number of native 
packets decoded in a block of size m is given by mPs. 

VI. LINEAR DEPENDENCE OF CODED PACKETS 

The destination could obtain a coded packet which is 
transmitted from the node in cluster k, and then try to conduct 
the decoding process to retrieve the m native packets as long 
as the m coded packets have been gathered. In Section V, we 
make the assumption in the analysis, that the first m coded 
packets received by the destination can be decoded to retrieve 
the m native packets. That is the first m coded packets are 
linearly independent. Such an assumption is based on the 
observation that with very high probability each coded packet 
once received by the destination is innovative with respect to 
the packets in the same block. However, there may still exist 
linear dependence among the first m coded packets, and the 
destination needs to keep receiving more coded packets until 
the rank of the decoding matrix reaches m. This depends on 
how the coded packets are generated from the random linear 
combinations by each node when they are forwarded. When a 
node has more received packets stored in its buffer, with large 
probability it generates a coded packet, which is innovative to 
the node in the next cluster. Therefore, if there are more nodes 
with more coded packets, there is a higher probability that the 
destination obtains an innovative coded packet. 

Whether the destination could obtain m linearly independent 
coded packets by receiving the least number of packets, 
depends on several parameters, such as n, r, and p. Generally, 
for larger n and r and for smaller p, the probability increases 
that the destination can retrieve the m native packets from the 
first m coded packets. This is because more packets are 
successfully transmitted to the next cluster and hence could be 
used to generate the linearly independent packets. In Section 



 

VII, we will show how these parameters affect the linear 
dependence. 

In order to make the destination collect m linearly 
independent packets by receiving fewest packets, we modify 
CC into Enhanced CC (ECC) with an operation that checks 
the linear independence of the coded packets. In ECC, once a 
node generates the random linear combination from its stored 
packets, it first checks whether the combination is linearly 
independent from the coded packets which have been already 
transmitted by any other node in the same cluster. If not, it 
would attempt to regenerate a new random linear combination 
until an innovative coded packet is obtained. However, since 
the node has limited number of packets in its buffer or the 
previously transmitted coded packets from the nodes in the 
same cluster can span the whole linear space, it may not be 
able to generate an innovative packet. Therefore, the 
regenerating process would be conducted up to a certain 
number of trials. In ECC, checking the linear independence 
could be implemented in our cluster model, because all the 
nodes in the same cluster are close to each other. Hence, each 
node knows which coded packets have been already 
transmitted by the other nodes in the same cluster. 

VII. PERFORMANCE EVALUATION 

In this section, we report the results of our performance 
evaluation of the proposed CC protocol and of the comparison 
of the CC protocol with other schemes. These results were 
obtained by an extensive simulation. Furthermore, the 
simulation results validate our analysis in Section V. 

In our simulations, we used 2
8
 as the size of the Galois 

Field over which network coding operations are performed. 
We consider a network with k clusters and n nodes in each 

cluster. A homogeneous case, where ∀ x, y : p(x)(y) = p, is 
considered. All the simulation results were obtained by 
averaging 10, 000 runs. In each run, m = 10 native packets in 
one block are routed from the source node to the destination 
node. We compare the performance of the CC protocol with 
two other cases, CNC and NCNC, as defined below. 

CNC (Cooperative with Non-Coding) is the scheme which 
implements cooperative communication, but without network 
coding. Therefore, in CNC, native packets are directly 
transmitted, and cooperation is achieved by a node in a cluster 
transmitting a packet, which has not been already transmitted 
by any other node in the same cluster. Since all the nodes in 
the same cluster are within the transmission range of one 
another, each node knows which native packets have been 
already transmitted by the other nodes in the same cluster. As 
in CC, each node in a cluster is allowed to forward one packet 
only. After all the native packets in the same block have 
already been transmitted by the other nodes, the next 
transmitting node randomly chooses from the buffered native 
packets that have not been transmitted more than once. 

The NCNC (Non-Cooperative with Non-Coding) scheme 
forwards packets without cooperation and without coding. 
Thus NCNC is the traditional routing protocol, where packets 
are transmitted only to the predetermined next hop relay node, 
without cooperation. For each native packet in a block, the 
source chooses a relay node in each cluster and forwards the 
native packet along the chosen relay nodes. Therefore, as in 

CC and CNC, there are at most n transmissions of packets of 
the same block from each cluster. 

A. The effect of n 

Fig. 5 shows how throughput varies with different number 
of nodes in a cluster. Throughput is defined as the total 
number of native packets which have been successful 
recovered at the destination from among the original m = 10 
native packets. Fig. 5(b) shows results for p = 0.1, while Fig. 
5(a) presents results for p = 0.05. In both cases, the throughput 
increases with n, since as there are more nodes in the cluster, it 
is more probably that a packet will reach the destination. 
Additionally, since in CC at least 10 coded packets are 
required for decoding, when the destination receives less than 
10 packets, none of the packets could be recovered. Therefore, 
for n close to m, such as n = 10 the performance of the CC 
protocol is worse than the other schemes. However, for n > 11, 
the throughput in CC is higher than both of the other schemes 
and quickly reaches values close to 10, as in Fig. 5(a). This 
happens because transmitting more native packets in CNC 
only benefits the throughput if the same native packet is lost in 
a prior transmission. Otherwise, the transmission is a waste. 
On the other hand, with coding and with more transmissions, 
the CC scheme can recover the loss with very high probability. 
In contrast, NCNC which does not exploit cooperation and 
coding obtains the lowest throughput. Similar behavior is also 
observed in Fig. 5(b). Fig. 6 presents Ps, versus n. Ps defines 
the probability that all the 10 native packets can be decoded at 
the destination. The figure demonstrates that the smaller is the 
value of p or the larger is the value of n, the larger is Ps. The 
CC scheme significantly outperforms the CNC and the NCNC 

schemes in terms of Ps. Especially for p = 0.05 and n ≥ 13, Ps 
of the CC scheme relatively quickly and closely approaches 
the value of 1.0. These results suggest that the proposed CC 
protocol can be applicable for error-sensitive applications. 

One of the major objectives of the CC scheme is to reduce 
the number of transmissions. Thus, in Fig. 7 we investigate the 
total number of transmissions in the network. The figure 
shows the number of transmissions which are required to 
achieve Ps = 0.8 for the different schemes. In this figure, p is 
set to 0.05. It is apparent from the results that the CC scheme 
needs the least number of transmissions. In other words, to 
achieve the same Ps, the CC protocol uses the smallest 
bandwidth among the three schemes.   
     

B. The effect of k 

We now further compare the performance of the schemes for 
different length (number of hops) of the route; i.e., different 
number of clusters between the source and the destination 
nodes. Fig. 8 and Fig. 9 illustrate how the throughput and Ps 
vary as k increases, respectively. For the results in these 
figures, each cluster consists of n = 13 nodes. The figures 
show that the CC scheme outperforms the CNC scheme due to 
the network coding operation, as it has been previously 
discussed. Besides, the performance of the CC and the CNC 
schemes is relatively constant as a function of k. The reason is 
that the nodes in the same cluster help each other to relay the 
packets by cooperation, making the cluster-to-cluster 
transmission more reliable. Therefore, despite longer route and 
more hops to the destination, information can still be 



 

forwarded reliably between clusters. However, due to lack of 
cooperation, the NCNC scheme is more prone to packet loses 
in each hop. Thus for longer routes, each hop has more 
significant effect on the overall end-to-end performance. 

 

 
Figure 5:  Comparison of throughput as a function of  n 

 
Figure 6:  Comparison of  Ps as a function of  n 

 

C. Validation of the analysis 
Next, we validate the accuracy of our analysis of Ps. In 

Fig. 10, we plot Ps of the CC protocol as a function of n and p 

when r (including rij and rs) is set 8. The analytical curve 
represents the numerical values computed from Section V. 
The simulation curve is obtained from the average of 10,000 
independent runs. We observe that for different values of p, 
the analytical and the simulation results match nearly perfectly. 
Furthermore, the match of the simulation and the analytical 
results confirms the validity of our Fundamental Assumption. 
Finally, as already pointed out previously, lower p and larger n 
leads to larger Ps. 

 

 
Figure 7:  Comparison of total number of transmissions of the different 

schemes 

 

 

Figure 8:  Comparison of throughput as a function of k 

 
Figure 9:  Comparison of  Ps as a function of  k 



 

One of the main motivations for reducing the number of 
nodes in a cluster is to control the traffic. In Fig. 10, we can 
see that when n reaches a particular threshold, the 
improvement in Ps is only marginal. For example, for p = 0.1 
and n = 14, the value of Ps is very close to 1.0. Thus, there is 
only a limited benefit in increasing n above the value of 14. In 
other words, the benefit of increasing the size of the cluster 
above this threshold is not worth the increased number of 
transmissions that would result from the larger clusters. 

 

Figure 10:  Ps  vs. n for different p in CC 

 
From the system design view, since more nodes in a 

cluster causes more traffic in the network, the clusters should 
be made as small as possible, given the level of required 
network performance, such as reliability or throughput. A 
good rule-of-thumb for p of 0.1 would be to keep the cluster 
size at about 15 nodes, which would result in the value of Ps 
close to 1.0. 

 

VIII. CONCLUSTION 

In this paper, we introduced the cluster-based 
Cooperative Communication scheme, which integrates 
cooperative communication with network coding. The basic 
idea behind the scheme is to exploit the cooperation to 
improve communication reliability and to leverage network 
coding to reduce the number of packet transmissions. 

We analyzed the probability of successful reception of 
transmitted packets, and we showed how to optimize the 
number of nodes in the cluster, as to trade off between 
performance and overhead. We also derived a general rule-of-
thumb that the size of the cluster should be kept at around 15 
nodes. We compared the performance of the proposed scheme 
with schemes that do not incorporate cooperation or which do 
not incorporate network coding and we conclude that our 
scheme exhibit superior performance relative to the other 
simulated schemes. 
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