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Abstract— On one hand, operation of wireless network protocols,
such as 802.11, relies on multiple channels, but withoakploiting
the multiple channels to increase the network througput. On the
other hand, the operation of previously published mlii-channel
MAC protocols either is based on more than one radiper node
or requires node synchronization. In this paper, we ppose a
new MAC protocol that avoids these shortcomings. Ouprotocol
uses hash functions and busy tones. The former effealy
distribute the control overhead over all the channelswhile the
latter addresses the hidden terminal-problem and the lannel
rendezvous-problem in multi-channel networks. We compared
our protocol with the DCA multi-channel MAC protocol and
with 802.11. Although the DCA protocol uses multiple raibs per
node, the performance of our protocol is comparable th DCA
and outperforms the 802.11 protocol. As a point of referee, our
protocol performs three times better than the IEEE 802.11
protocol with three channels and results in 25% incrase in
throughput for a 50-node network.
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Another problem in the multi-channel environment is the
channel-rendezvouproblem between communicating nodes.
To communicate, the sender and the transmitter nodesmeed
be assigned the same channels. The MAC protocol should
specify how this assignment is made, when the protiscol
implemented without a central controller.

The previously published multi-channel MAC protocols are
subject to a number of limitations. Some protocols ardg
one channel for control (i.e., to assign the channetsties)
and as the single channel becomes satufa@dthe capacity
of the protocol is limited. Other protocols assumaltiple
radios in the nodel], increasing the implementation cost of
the network. Yet, other protocol$l], [5] assume costly and
hard-to-implement clock synchronization across the network
nodes. Consequently, in our work, we assume that the MAC
protocol possesses the following attributes:
 based on a single radio per node,

« solves thehidden-terminal problem in the multi-channel
communication environment,
 requires no synchronization,

Wireless mobile ad hoc networks (MANET) are formed by* does not dedicate channels for data or for control exygfa

a collection of nodes that communicate without using aaent

control or a fixed infrastructure. All operations penfied in

In this paper, we propose a new distributed multi-channel
MAC protocol that benefits from multiple channels &zl in

this type of networks must be distributed and have a lowq hoc networks. In our protocol, sender nodes use aredrde
overhead due to the limited wireless capacity. Indeed, many; of hash functions to calculate the channel numtetse
believe that proliferation of the MANET technology Wil sed for their communication. Each channel is associated wi

depend on its ability to deliver improved performancetinat
to conventional wireless LANS.
One way to increase the capacity of wireless ad h

networks is through the simultaneous use of multiple chann

[11]. This is a practical alternative, as operation ofnyna
wireless protocols rely on the ability to transmit multiple
frequencies (e.g., the IEEE 802.]2] standard) When

channels are orthogonal, neighbor nodes that use different

channels are not interfering with each others when tristiragn

a single busy ton&Receiver nodes set up busy tone signals on
the channels which they currently use to declare that the

OEhannels are unavailable. A sender node failingetalezvous
8with the receiver on a particular channel uses the hash

function on the list to calculate the next channetryo The
protocol solves the hidden-problem and thendezvous
roblem in the multi-channel environment.

To the best of our knowledge, this is the first MAC

protocol with a single radio per node that does notirequ

simultaneously. . . synchronization or a dedicated control channel and that does
A protocol designed for the multi-channel environmentyot cause network partitioning. The protocol increatbes

needs to solve thitidden-terminabroblem associated with the canacity of wireless networks for the single- andrthuti-hop
multi-channel environment and specify how Cha””eﬁommunication scenarios.

rendezvouss done. Théridden terminaproblem in the multi- The extra hardware required by our protocol is a busy-tone
channel environmen{1], [11]), occurs due to the fact that yransmitter/receiver in the network node. Of courssingle-
nodes can listen to only one of the available charste®ly tone transceiver is significantly less expensive thaoraplete
particular time. Thus, a node using one channel is unaware gg’&io transceivef16]. The bandwidth consumption of a busy

the communication on the other channels. For examptieA0 one s negligible compared to the bandwidth of a data
which resides on channg] tries to establish communication channelg14].

with nodeB over channef, without beingaware that nod8
has been already communicating with a third ndagle, on 1.

THE Busy TONEMULTI-CHANNEL PrRoTOCOL(BTMC)
channefo,.

The proposed BTMC protocol uses an ordered likthatsh
functions by, hy,..., he) and when given the MAC address of
* This work was sponsored in part by NSF grant number
CNS-0626751. % There is no single control channel that can get setlira

! The IEEE 802.11a standafd] defines 12 channels and ° A “busy tone” is a single frequency. Detection of aybiome
IEEE 802.11b[4] defines 14 channels. However, out of is done by sensing the energy at the particular frequéorc
these 14 channels only 3 are orthogonal. example through a simple notch filter with a threshold.




a node, the protocol returns a channel number fronnattge After nodeB receives the data packet orBf does not
[0,m-1], wheremiis the total number of channels available. Wereceive the data before timeout, n@&lelears the busy tone of
assume that nodes know the MAC addresses of theihe channel and becomes idle.
neighborg, and all the nodes have the same set of the hash If node B senses the busy tone of the channel before it
functions. sends the CTS, nodg switches to the channel determined by
The main idea behind our protocol is that a sender nodee hash function searchwhich starts from the next hash
applies in sequence the hash functions (one after@mattd function on the list. NodB waits on the new channel fot 2
starting fromhg) to the MAC address of the receiver (neighbor)23, which is the time needed for the senéeo discover that
node, with which it wants to communicate, until onetted  the receiver cannot use this channel and to send a n&wRT
hash functions returns a number of a channel whigkddgable the next channel.
for transmission. Such a channel is referred to asreent Note that the above waiting times do not take into account
default channe&nd such an operation laash function search. hardware characteristics. In practice, hardware delagd to
A channel is said to bavailable or free if its busy tone is be added.
down. A node which is not communicating, and thus available Nodes become idle when they are initialized or powered up
for reception, performs the sarhash function searcbn its  and when they finish transmitting or receiving a packkso, a
own MAC address, and tunes to the first availableckhh;. node becomes idle when it times out while waiting foadat
The node then passively listens on thechannel for any The “deafness problem” arises when a node is tratisghénd
attempt to establish a communication by its neightmmes. hence cannot listen to RTS sent by other nodes. As a
Since both, the sender and the receiver nodes perforsautie  transmitter fails to reach a receiver on receiveatifault
operation, except for special situations, the two nadils channels, as determined by thash function search, the
rendezvouson the same channel. The sender then starts thiansmitter determines that the receiver node is budyeaters
RTS/CTS dialogue with the receiver, during which the xetei the backoff statelt stays in the backoff state for a duration
sets up the busy tone of thechannel, preventing other nodes determined by the simple binary exponential backoff
from using the channel. The receiver clears the busyafbere algorithm, at the end of which, it repeats the commuoitat
a successful transmission or aport. attempt based on thkash function searchAn alternative
When an idle node waiting on a free charmekceives a would be for the receiver node after it finishes rangia data
control packet not intended to it, it extracts from RES/CTS  packet, to inform, through a “null RTS"packet, all its
exchange the duration of time that the channel will begied  neighbor nodes on the current default channel that iteis f
for the other communication. The node then storesnie t, again.
when h; will become available again, and performs Hash
function searchbut starting from the next hash function on the . PERFORMANCEANALYSIS
list. At timet;, the node switches back to chanheThus, the To evaluate the performance of the protocol, we nta&e
node will end up on an available chanhglwith j being the  following assumptions used in our analytical model:

smallest index. < Packet collisions are the only source of packet errors.

For purpose of analysis, we define the following vadeiab » Data processing time, channel switching time, and the
d: data packet transmission time [sec] transmit/receive turnaround time are negligible; alax this
v: transmission time of the RTS or CTS control pacjssis] assumption at the end of this section.
7. max one-way sender-receiver propagation delay [sec] ¢ The nodes in the network collectively generate (including
tg: busy tone detection delay [sec] retransmissions) Poisson control packet arrival witban
N: the number of nodes aggregate rate of G [requests/sec].
L.: length of control packets < Bandwidth of a busy tone is negligible compared to the
R and Rd: the total system bandwidth and the bandwidth of abandwidth of a data chanri&#].
data channel, respectively. « The network is fully connected.

By way of an illustrative example, we explain the operati * The arrival rate of packets to all the channels is equal.
of the protocol. Assume sender nod® attempts to ° Exponentially distributed data packets with meafbits]
communicate with receiveB. It sends RTS on the first (based  The successful control packets exchange for reserving a
on the hash functions list) free channel assigneB.tAfter  channel results in transmission of a data packet orobtiee
sending RTS, nod& waits for CTS on the same channel for channels. We use the queuing mobléM/m/m, m being the
duration of 2 + y. When nodeA senses the busy tone of the number of data channels, where a successful RTS/CTS
used channel during the RTS transmission or wheloes not  exchange is modeled as a Poisson arrival of a data packet i
receive CTS within the above waiting timd, aborts the  queuing model. The transmission of a data packet on ahe of
transmission, starting a néwash function search. channels is modeled as the service done by on oneeof th

The receiver nod8, if idle, replies with CTS and sets up servers. Note that there are no arrivals when alstirvers are
the busy tone on its current channel. Next, it seimertfor  busy as control packets are only sent on a channel thigen
time 2 + 5 + ty and waits to start receiving data from néde channel is free.

After receiving the CTS message from the receiver ode ~ Nodes compete on the channels and senders send RTS to
nodeA senses the busy tone of the channel. If odees not idle receivers only. Successful RTS/CST handshake leals to
sense the busy tong, aborts the transmission, starting a new data packet transmission on one of the channels.
hash function searcl©therwise A transmits the data packet. A couple of RTS and CTS packets will be transmitted

successfully if no other packets are transmitted initeke% +
v + 13 seconds. Then, all nodes within the transmission range of

4 A neighbor of nodeA is another node who can directly
communicate with noda. ® The “null RTS” is a control packet stating “I'm avdila.”



the receiver sense the busy tone. The probabilispiofess of
RTS followed by CTS is:

o Cadbpran,) o

A successful handshake time consists of RTS trazséoni
propagation delay, setting up the busy tone sigadlS
transmission time, propagation delay, and busy tiection

delay:
)

As no new RTS packets will be sent out in®2y + 4
seconds after the start of node’s RTS packet, thenpngest

failed busy period i8y + 27 +t q The shortest busy period is

when more than one RTS is sent at the same tiisdetius to
a busy period equals gor 7. Assuming the colliding packets

arriving uniformly in [0,y + 7 +td + 1], then the average time

of the longest busy period and shortest busy persod
(2y+ 2r+t +y+ r)/2. Hence the average duration of a

failing busy period is:

TS:2y+2r+td.

tg

©)
2

The duration of the contention interval of the coht
packets is:
Lo
P
S

Next, we define th&® andR; relation asR = mR,. Nodes

do not track the status of each other (due to tdck single
control channel), so a sender might contend facaiver who
is unavailable. Also, there is a chance that thieentichannel
is busy. Consequently, two factors need to be addetie

packet arrival rate of the queuing madel N-2k-1 gng
N-1

which account for the two above-stated issues
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respectively, where there are pairs of nodes currently
communicating.

Every contention periodV there is a new data packet
arrival. This defines the data packet arrival na¢e channel
(A/m) in data packets/sec in the queuing model as:

A/ziN—Zk—lm—k (5)
m w N-1_ —m _
The average service rate, of the queuing model that
models the mean data packet transmission timdiredens:
Ry . (6)
7,
The steady state probabilities in ti&/m/m model, Py are:

1 N-2k-1
Wﬁ(m_k)Pk:(k+l)ﬂpk+l' k<m

La,,

m
Simplifying and using the fact that P, =1, we get:
k=0
[(N-2k+1)(N -2k +3)---(N-2)]*

e

N -1)u

0

m

2.

k=0

Thus the throughput S can be calculated as:

m
S=Ry [ > nP, )
n=.

The average packet waiting tiPA®VTis defined as waiting
time for a data channel to be free, plus waitimgetifor a
successful handshake, plus the data transmissien ti

AWT = Pmi+w+';d+r ©)

The comparison of the simulation results with atizdy/

results confirms the validity of our analytical netd

IV. EXPERIMENTAL RESULTS

We used simulation to evaluate the performanceuof o
protocol by comparing it with the commonly usedgkn
channel IEEE 802.11 protocdR] and with the Dynamic
Channel Assignment protocol (DCH)6]. DCA, described in
details in sectioV, is a multi-channel MAC protocol that uses
two packet radios per node and does not require
synchronization. DCA uses one channel for contokpts and
the remaining channels for data packets.

We have used the Ji$I] simulation package to compare
the three protocols in the single-hop and the piekhop
scenarios. We assume channel bandwidth of 1 Mibpgs,
length of the data packets of 4 Kbytes, and3, unless
otherwise stated. The queue size at each nodeotihnnto 50
packets and the generated traffic is based on WRis.f The
number of hash functions is equal to the numbeathahnels.
For simplicity, we used the simple mod operatooass first
hash functionhg (MAC-addresp=(MAC-addresgmodm. Also,
h;...h.s were replaced by linear probing whehgMAC-
address¥ hy (MAC-addressyi modm. Each of our simulation
results represents an average of 10 random ruis,each
simulation run represents a real time of 100 sexond

The parameters we vary are: thacket arrival rate the
number of nodesnd thenumber of channel§he metrics that
we use for evaluation are: thaggregate throughput
sometimes callecsystem throughpyt the average packet
delay the number of routes discoverednd theaverage
number of hops per each routdor evaluation of the
performance of a routing protocol relative to ouppgwsed
protocol. Thesystem throughpuheasures the total throughput
of all the nodes in the network. Lost packets greoied in
calculation of theaverage packet delaywhich measures the
delay from receiving the packet in the MAC layethad sender
node until receiving the packet at the receiverenod

Next, we present the results of the single hop raxgats.
Nodes are picked randomly as source or destinéteom be a
source and destination at the same time) and eatl#h ¢an be
a source or destination for more than one flow.

The first set of figure$,Figure 1 — Figure 3 shows the
system throughput versus the packet arrival ratehnwberves
as the load to the network. Each figure represerddferent
number of nodes. When the network load is low,aerhead
of channelrendezvouss relatively high and one channel is
enough to handle this workload in IEEE 802.11. Biiten the
load is high, or near saturation, BTMC does mudiebé¢han
IEEE 802.11 as therendezvous overhead becomes
insignificant. BTMC has comparable throughput withe

t

® Curves labeled with “BTMC” refer to our proposeatocol,
“DCA" refers to the DCA protocol, and curves lalublgith
802.11 refer to the single channel IEEE 802.1 10t



number of nodes is small, but it has better thrpughhan
DCA when the number of nodes gets larger and thd Is
high. The reason is that DCA uses one channel datral
packets and only two channels for data packets. BTisEs all
the three channels for data packets. At high Ithel collision
between control packets increases which causesrokont
channel saturation in DCA. Note that BTMC achieletter
results while using less expensive hardware (odie rastead
of two in DCA). The results also show that our pcol
increases the capacity of the network as it hartoter the
high load.

gets back to its own channel. Such a reply is migsenigh
load operation which causes to miss some shorteesoOn
the other hand, the results in Figure 8 which shtb@sumber
of routes discovered by the routing protocol, tslthat in light
load both protocols perform about the same. Bubjgh load,
AODV with BTMC finds more routes due to BTMC's larg
system throughput.

To sums up, our results show that the BTMC protbed
lower overhead and always outperforms IEEE 8021 ighly
loaded networks with multiple flows scenarios. BTMither
produces comparable results to DCA or does slighityer

In Figure 4, we vary the number of channels in BMTCthan DCA at high load. The main reason of this oupd

from 3 to 6 and measure the system throughpusingie hop
experiment with 30 nodes; all nodes are within dnaission
range of each othérThe results show that BTMC scales well
with increasing the number of channels: the systeoughput
increases with the number of channels. This isaltref using
all the channels as data channels. DCA does nat tias
channel scalability due to control channel satonatit high
load. Also, in high load BTMC performs much bettiean
IEEE 802.11 regardless of the number of channeliadle.

In the multi-hop experiments, we have a 400[m] 6§[d]

performance is the ability to explore the large bamof
channels available while increasing the capacityhout
saturating any one channel with control packetse Th
rendezvousmechanism in BTMC, based on hash functions,
does not require a node to store much informatlmutathe
nodes in the neighborhood, since the hash fundisbnis
common to all the nodes. Also, tmendezvouss scalable
when we increase the number of channels. Busy sgmals,
essential part of BTMC, are used in solving thelardterminal
problem in the multi-channel environment.

area within which 50 nodes are randomly placed. The

transmission range per node is 100[m]. Nodes ackegi
randomly as source and destination (can be a samde
destination at the same time), and each node carsberce or
destination for more than one flow.

In Figure 5, we measure the system throughputrotiii-
hop network while varying the network load. Therbead of
channelrendezvouss high when the network load is low and
that is why IEEE 802.11 and DCA perform slighthttbe in
this case. Some nodes are destination of morecth@sender;
these senders use the same channel for data clzauhieénce
do not benefit from having more than one channet, Bhen
the load is high or near saturation, BTMC perforstightly
better than DCA as the three channels are utiize®8TMC
and the network benefits from using the extra chhmas
compared to DCA. In addition, DCA suffers from aoht
channel saturation at high load. Also, as the dablann
rendezvousoverhead becomes insignificant in BTMC, the
scheme performs significantly better than IEEE 8D2The
results also show that our protocol increasesdbadity of the
network as it better handles high load.

Next we evaluate the average packet delay vs.ys$ters
throughput in multi hop networks with different wetk loads.
The results in Figure 6 show that BMTC performsidicantly
better in both metrics relative to IEEE 802.11. Witee load is
high, the system throughput in BTMC becomes mosm th
three times larger than that of IEEE 802.11 dubédability of
BTMC to distribute the flows across different cheisnand
efficiently sharing the bandwidth among differdots.

Next we present the results of running the rougirgjocol
AODV [9] over BMTC and IEEE 802.11. We used a routing
protocol because all routing protocols rely heawitybroadcast

messages. A broadcast message might not reachhall f

neighbors in case they are on different channetswahted to
test the effect of the retransmission of broadoastdifferent
channels. Figure 7 shows that the average numbeopsf per
route increases at high loads when we used BTM@G.iSldlue
to the fact that a node needs to resend the brsiadeahree
channels before returning to its first channel. réhes a
possibility that a neighbor tries to reply backdrefthe node

" In Figure 4, BTMC-X means BTMC with X channels
available.

V. RELATEDWORK

There are various problems with previous multi clehn
MAC protocols. Some protocols use only one charioel
control messages and that channel gets satur&=dRBSC
[6], AMCP [10], and DCA[16]. Other protocols use more than
one packet radio per node which is a costly hareviar
support like multi-channel CSMAS8], DCA [16]. Other
protocols like MMAC [11], TMMAC [17], SSCH [5],
McMAC [12], HRMA [13] and CHMA[15] are impractical as
they assume clock synchronization which is hardb&
implemented in practice and increases the overloéaithe
protocol and hence decreases its performance. Sataeols
need nodes to be idle for maximum packet transomsiine
after each transmission like AMCRO] and others lead to
network partitioning and starvation like LCM MAC].

The xRDT protocol 7] uses busy tones and each node
has one default channel to use and if busy the conuation
can not happen. This protocol fails to use freenoks and
depend heavily on the channel assignment whicbtipart of
the protocol. Our protocol solves this problem ligvang
rendezvous to happen on an ordered list of charerals
benefit from all the available channels.

VI. SUMMARY AND CONCLUDING REMARKS

We proposed a new multi-channel MAC protocol BTMC
for multiple-channel communication in ad hoc netkgorOur
results show that our protocol has a low overheabadways
outperforms IEEE 802.11 in highly loaded networkghw
multiple flows scenarios. BTMC either produces camaple
results to DCA, or does slightly better than DCAnigh load,
while using only one radio per node. BTMC uses ingsh
unctions to assign channels and busy tones torveese
channels. The proposed protocol is practical tdeémpnt in
the sense that it does not need synchronizatiothand uses a
single radio per node. In this sense, BTMC is umigmong
the other proposed protocols. Finally, the BTMCigrol does
not require a separate control channel; thus (dyam
optimization of the control channel is not necessar

For future work, we plan to study the effect ofngsmore
sophisticated hash functions on the performancethef
protocol. Also, we intend to include power-saving
mechanisms, similar to IEEE 802.1.
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