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Abstract—Quality of Experience (QoE) measures a user’s
satisfaction with a service delivery. However QoE is a very
subjective measure and is context dependent, making it difficult
for a service provider to estimate and optimize user’s QoE. In this
paper, we look at how the provider can maximize QoE by opti-
mizing wireless bandwidth allocation, especially for mobile cloud
applications. The multi-stimuli version of the “IQX” hypot hesis
is used to model the QoE of a user, and this model is used in
formulation of a nonlinear optimization problem, which is solved
using NSGA-II. Simulations using realistic parameters based
on 802.11n demonstrate a reduction in the required bandwidth
by as much as 33% (i.e., more users can be accommodated
by the system), while maintaining the same level of QoE. Our
evolutionary-algorithm-based approach is able to discover the
optimal bandwidth allocation. The problem of equalizing user
QoE is explored and a tradeoff between QoE and fairness is
studied, while being characterized using a Pareto front.

I. I NTRODUCTION

Widespread access to mobile wireless platforms has caused
a paradigm change in multimedia consumption. With the intro-
duction of high-capacity standards (e.g., LTE), an increasing
amount of content is being streamed over last hop wireless
networks (LHWNs). However, the quality of these wireless
links are constantly changing, affecting the quality of service
(QoS), and consequently, the QoE1. Low QoE could result in
the user’s dissatisfaction with the provided service. As a result,
both content and network providers nowadays are looking at
how QoE can be maximized for users. Unfortunately, QoE of
a user is a very subjective measure due to the heterogeneity in
user perception, the context in which the service is delivered,
as well as the type of content being delivered - making a
generic solution difficult to formulate. With the growth of
cloud radio access networks (C-RANs), the cloud provider has
the ability to control the user’s LHWN device, and therefore,
the network QoS. Challenges to this approach include finite
spectral resources like bandwidth in the LHWN, as well as
rapidly changing channel conditions. It is in such a resource
constrained environment that the cloud provider has to operate,
while maximizing user’s QoE.

A survey of recent research in scheduling and resource
allocation for optimal content delivery shows that more often
than not, the network does not take into account the QoE
requirements of each user. Indeed, for two scenarios with the
same network conditions: 1) user QoE varies with the type
of content being served, and 2) human factors involved in
multimedia perception vary from user to user. Thus, the same

* This research was performed while at the University of Texas at Dallas.
1In this paper, we refer to network-level parameters as QoS parameters, and

to application-level parameters as QoE parameters.

type of content could be perceived differently by different
users. For example, in an audio delivery system, depending
on the language of the content, a user may prefer a lower
level of background noise while another user may prefer
higher speech intelligibility. QoS requirements for a sports
video stream (e.g., low delay) is different than that for a
movie (e.g., high bit rate). The LTE standard specifies that the
resources should be allocated in decreasing order of connection
priority - and if no resources remain, the connection waits.In
contrast, we adopt the approach of allocating resources based
on the user/application’s needs (and not based on priority),
such that QoE is optimized across all users. Therefore, the
highly subjective nature of multimedia content necessitates a
new channel resource allocation scheme at the LHWN device
that is aware of the QoS requirements of a cloud user.

This paper straddles two researched areas: modeling the
QoE of a user using network QoS metrics, and optimal channel
resource allocation. We address two main research problemsin
this paper. How can QoE of a user be modeled using network
QoS metrics? How can channel resources be allocated, such
that user QoE is optimized? We propose a general model
that utilizes utility functions to model a user’s QoE. By way
of an example, our model is based on three network QoS
metrics: delay, packet loss ratio, and data rate. A feasibility
region comprises the set of network QoS metrics achieved at
feasible physical layer operating points; this region changes
based on allocated bandwidth, and the modulation and coding
scheme that is used. It is over this region that optimization
is performed and bandwidth is allocated to each user, such
that QoE is maximized. We consider multiple objectives:
maximizing average QoE, maximizing the minimum QoE,
and equalizing user QoE. An example that uses a realistic
802.11n feasibility region is provided. Two QoE-QoS models
are built using results from recent research: the QoE-QoS
relationship can be treated as that of a response-stimulus,
and the QoE decreases exponentially with decrease in QoS.
The optimal QoS value can be achieved by configuring the
PHY layer appropriately. The contributions of this paper are
as follows: 1) A spectral resource allocation scheme that is
aware of users’ QoS needs; 2) A problem formulation that is
able to incorporate multiple single objectives, as well as dual
objectives; and 3) An example scenario that proposes QoE-
QoS models using results from recent research, that operates
in a realistic 802.11n environment.

II. RELATED WORK

In this section we review some recent research in modeling
user QoE, as well as research that addresses channel resource
allocation. Finally we place our work in the context of other
research and motivate our approach. QoE is defined as “the



overall acceptability of an application or service, as perceived
subjectively by the end-user” (ITU-T Rec. P.10/G.100). In
addition to metrics like network QoS ([1]), QoE is influenced
by economic, environmental, and sociological aspects ([2]) -
collectively referred to as the user’s context. The relationship
between traditional network QoS parameters and QoE has
been studied extensively ([3]). A popular QoE measure is the
Mean Opinion Score (MOS) method (ITU-T Rec. P.10), which
requires users to rate their experience on a five-point scale.
However MOS is a subjective measure, is cost intensive, and
difficult to perform in real time. Recently, user engagement
([4]) has emerged as a QoE measure.

Correlation-based approaches predict QoE metrics such as
MOS, using objective, measurable metrics like the peak signal
to noise ratio (PSNR) ([5]), application level QoS metrics
(AQoS) like the average video bit rate ([6]), network level
QoS metrics (NQoS) like jitter ([7]), or a combination ([8]).
The end result in these approaches is a model ([9]), prediction
framework ([10]) or an analytical formula ([11]) that calcu-
lates QoE. Causality-based approaches considers QoS-QoE
as a stimulus-response relationship in humans. Psychophysics
research suggests that the nature of this relationship is logarith-
mic ([12]) or power law ([13]). The authors of [14] derive an
exponential relationship between QoS and QoE. An interesting
observation ([15]) is that sometimes, both exponential and
logarithmic relationships show strong correlation based on
the choice of QoS metric. Correlation based approaches are
sometimes specific to the data used to perform curve fitting
([16]). Methods which map PSNR to MOS have been shown
to be inaccurate in terms of judging perceived visual quality
([17]). Some papers ([18], [4]) have looked into how the
correlation changes with context (live vs. recorded video,free
vs. paid).

In [19], a multi-application cross layer rate allocation
scheme is proposed, MOS models for different types of appli-
cations are derived, and an optimization problem that allocates
a transmission policy to each user is proposed. [20] discusses
OFDM systems where bandwidth and power are allocated to
maximize a system utility function which represents user QoS.
However, the utility function is a function of throughput and
queue length only; other objectives like minimum QoS and
equalizing QoS are not considered. In [21], an OFDM system
that delivers MPEG-4 streams is optimized through video
packet management. [22] considers joint subcarrier and power
allocation in multi-user OFDM systems, but the objective of
the formulated problem is to minimize power consumption
while providing a minimum MOS to users.

We model the user utility (QoE) as a function ofboth
data rate and bandwidth, and not as a function of data rate
only ([23]). Based on the modulation scheme chosen, the BER
is calculated, which in turn affects the throughput and delay.
As a consequence, sometimes a low rate/low BER policy can
translate to ahigher user utility than a high rate/high BER
policy, based on the content. Power constraints are left as
future work, as are channels with different fading properties.
Our scheme is applicable to both cellular and WiFi networks.
The work closest to our paper, in the sense of a cross-layer
resource allocation scheme is [19]. However, the goal in [19]
is to maximize the average MOS or throughput (but not ensure
fairness) through rate allocation (not bandwidth allocation).

Middleware SchedulerPHYQoS app Feas.RegionΨQoS phyLHWNA ccess Point CloudHigh SpeedWired LinkCloud Us erPHYLinkConfig OptimalLinkConfig
Fig. 1: An LHWN access point is connected to the cloud
through a high speed link. The Middleware runs on the cloud
user’s device and builds the QoE-QoS model of the user as
QoSapp. The Scheduler allocates bandwidth to each user based
onQoSapp, and computes the optimal PHY operating point for
PHY interfaces.

III. PROBLEM FORMULATION AND EXAMPLE

In this section we introduce the terminology and system
model. Functions of the Middleware and Scheduler are defined,
as well as the utility functions used to model user’s QoE, and
the PHY feasibility region. The problem is formulated and
a solution is proposed. A working example is provided for
clarity.

We consider a scenario where a central device at the edge
of the cloud (“Scheduler” in Figure 1) is serving multiple
cloud users (“Middleware” in Figure 1) which are consuming
different types of content. The user’s anticipated satisfaction
with each content is estimated using the mean opinion score
(MOS) function, which is a number between 1 and 5. These
scores are highly subjective and are content as well as user
dependent. The set of parameters which characterize the wire-
less channel, like delay (d), packet error rate (p) and data
rate (r), are collectively denoted asQoSphy. A set of utility
functionsUi model the MOS for each user in terms of all the
QoSphy metrics:MOSi = Ui(d, p, r), i=1. . . N. For each user,
for each type of content (news, sports etc.), the coefficients in
the utility functionUi are different. The Middleware profiles a
user and calculates the coefficients inUi, denoted asQoSapp

(Figure 1). The PHY (Figure 1) is responsible for assessing the
channel state and constructing a feasibility regionΨ, which
represents the combinations ofd, p, r that can be realized
given current channel conditions. Once the Scheduler receives
Ψ as well asQoSapp from different users’ Middlewares, it
calculates an optimal bandwidth allocation as well as PHY
modulation/coding scheme such that

∑

MOSi is maximized
(this objective can be modified, as discussed below). Each
PHY is then configured to operate at this operating point.
This process is repeated whenever required, to compute new
allocations.

In order to computeUi(d, p, r) we adopt the multi-stimuli
version ([24]) of the IQX hypothesis ([14]) as the QoE-QoS
model. The IQX hypothesis states that the change in QoE (in
this case, measured as the MOS), for a change in QoS, depends
on the current level of QoE:

∂QoE

∂QoS
∝ −QoE =⇒ QoE = αe−βQoS + γ (1)

The authors of [24] extend the IQX hypothesis to include
multiple QoS parameters, and show its applicability to video
traffic, using multiple linear regression. Equation 1 can be
linearized aslog(QoE) = log(α) − βQoS, becauseγ can



be omitted since it is a scaling factor. As shown in [24], for
multiple QoS variables,log(QoE) = a0 + a1QoS1 + · · · +
anQoSn so thatQoE = ea0ea1QoS1+···+anQoSn . As in [15],
we adopt delay, packet error probability and data rate as QoS
parameters. Since QoE is measured as the MOS,MOSi =
eai

0eai

1
d+ai

2
p+ai

3
r for each useri. The coefficientsai

0 . . . ai
3 are

part of QoSapp and can be obtained through experimentation
by the Middleware, as discussed in the next section. We now
relate theQoSphy parameters to the spectral resource, namely
the bandwidthW measured in Hz. The feasibility regionΨ can
be constructed (i.e.,d, p, r can be determined) givenW and
channel conditions. For a wireless channel of widthWHz, the
(coded) link data rater depends on the modulation scheme,
the number of spatial streams as well as the coding rate.
Modulations schemes with higher data rates are, in general,
more sensitive to channel conditions. The bit error probability
pb, the packet error ratep in terms of the SNR-per-bit, and the
delay, for a modulation schemeMOD is:

pb = fMOD

(

Eb

N0

)

= fMOD

(

SNR ·
W

r

)

p = 1 − (1 − pb)
B andd = s/(r(1 − p)) (2)

for sufficiently long packets, whereB is the number of bits
in a network packet ands is the size of the data requested by
the application in a transaction (henceforth referred to as“app
layer maximum transmission unit (MTU)”). We approximate
the lower BER of a coding scheme by using the coded
data rate in the calculation ofEb/N0. Thus, the feasibil-
ity Ψ = R

3(d, p, r) can be created by considering various
modulation and coding schemes. The typical use case for
our scheme involves multiple users connected, or attempting
to connect to, a central access point. The available channel
bandwidthW is fixed. The objective is to minimize the used
bandwidth, while maximizing an MOS related objective. A
fraction of the available bandwidthW , denoted asWi needs
to be assigned to each user. Based on the SNR and choice
of modulation, a data rate can be achieved. The QoE of user
i can then be calculated using thed, p, r values for that link.
Therefore, the problem can be cast as an optimization problem:
compute the per-user bandwidth allocationWi and the per-user
modulation/coding scheme such that the average QoE across
all users is maximized, and wherep, d, r can be determined as
above:

max
(d,p,r)∈Ψ

1

N

N
∑

i=1

eai

0eai

1
d+ai

2
p+ai

3
r (3)

s.t.
N
∑

i=1

Wi ≤ W

Example:- Two users are using a shared 802.11n wireless
link, each of whom is using a different application. In order
to construct the feasibility regionΨ, pb should be calculated.
For BPSK/QPSK and M-QAM ([25]) modulation schemes:

(BPSK/QPSK)pb = 0.5 · erfc(
√

SNR · W/r) (4)

(M-QAM) pb =

√
M − 1

√
M log2

√
M

· erfc

(
√

3 log2 M

2(M − 1)

Eb

N0

)

+

√
M − 2

√
M log2

√
M

· erfc

(

3

√

3 log2 M

2(M − 1)

Eb

N0

)

(5)

Note that these formulae are a reasonably good approximation
of the actual BER. A list of modulation and coding schemes
(MCS), along with the corresponding data rates, can be found
in the 802.11 standard. For example, MCS index 42 specifies
that three spatial streams are to be used, with 64-QAM (6 bps),
16-QAM (4 bps) and QPSK (2 bps). The coding rate is 1/2,
thus there are0.5∗ (6+4+2) = 6 data bits per symbol. There
are 52 sub-carriers (20MHz); for an OFDM symbol rate of
4µs, the data rater is calculated as6 ∗ 52/4µs = 78Mbps.
Overall pb is calculated as the average of BERs for 64-QAM
(Equation 5 withM = 64), 16-QAM (Equation 5 withM =
16) and BPSK/QPSK (Equation4). Oncepb is calculated,p and
d can be found using system parametersB ands respectively.
Thus, the feasibility regionΨ can be constructed for each user.

Utility functions: The authors of [15] provide equations
that relate MOS tod, p, r, for a file download:MOS =
4.836 · exp(−0.15d), MOS = 5.5 · exp(−20p), MOS =
1.2 · ln(1 × 10−6r). Link data rate varied from 0-10Mbps;
however, 802.11n data rates range from 0-200Mbps. To over-
come the mismatch we artificially increased the upper limit
of the data rate to 200Mbps by changing the coefficients:
MOS = 1.2 · ln(5 × 10−8r). Data points were extrapolated
using this set of equations and re-fit onto the multi-stimuliIQX
model using multiple linear regression. The resulting equation
with R2 = 0.9799 is:

MOS = e−6.8643p−0.10799d+1.1×10−8r (6)

A second QoE-QoS model can be found in [19]. Packet loss
rates were varied for three audio codecs: G.723.1.B which
has a capacity requirement of 6.4kbit/s, iLBC (15.2kbit/s),
Speex (24.6kbit/s), and G.711 (64kbit/s). Again, these bitrates
are much smaller than the 802.11n rates so we artificially
increased the bit rates a thousandfold - this step can be justified
by thinking of the “user” as a VoIP aggregating device to
which thousands of users are connected. After extrapolating
the data, the following equation was obtained using multiple
linear regression withR2 = 0.94681 (note thata1

0 = 1.3629):

MOS = e1.3629e−1.5068p−0.10461d+3.5238×10−10r (7)

Optimization:Bandwidth allocation becomes a subcarrier allo-
cation problem. The input vectorV to the optimization solver
is of length 2N . For each useri, there are two elements
V (i) and V (i + 1) in V : the MCS index and the number
of subcarriers to be allocated respectively. This latter value
is representative of the allocated bandwidthWi - the standard
defines 52 subcarriers for 20MHz bandwidth, and so 26 subcar-
riers would represent 10MHz of bandwidth. Suppose that the
number of subcarriers to be allocated isS (< 52 for 802.11n
20MHz). There are76 possible MCS indices for 802.11n
20MHz. When the objective is to maximize the average MOS
of the two users, the optimization problem (Equation 3) now
becomes:

max
V

0.5 ∗ (e−6.8643p−0.10799d+1.1×10−8r

+ e−1.5068p−0.10461d+3.5238×10−10r) (8)
s.t. V (1) + V (3) ≤ S (9)

0 ≤ V (0), V (2) ≤ 75 (10)

whered, p, r are obtained as above. This problem is an integer
nonlinear optimization problem, with linear constraints.The
objective function is non-smooth, and thus, a global optimiza-
tion technique is suitable. We choose evolutionary algorithms
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(d) User2, SNR=40dB

Fig. 2: Heatmap showing the MOS (higher MOS is better) of
User 1 (data download workload) at (a) low SNR and (b) high
SNR; MOS of User 2 (VoIP workload) at (c) low SNR and
(d) high SNR. On the X axes is the MCS index, and on the
Y axis is the allocated bandwidth represented as the number
of allocated subcarriers. Darker areas indicate larger MOS.

to solve this problem, because of 1) their stochastic nature
and 2) their ability to accommodate multiple objectives. For
example, whenS is not specified, the above problem can be
transformed into a multi-objective problem where the second
objective is to minimize the used bandwidthV (1) + V (3).
Genetic algorithms, and the NSGA-II algorithm in particular,
are popular choices for evolutionary algorithms. The input,
which is the integer valued vectorV , is called a “chromo-
some”. Through multiple operations like crossover, selection
and mutation, new candidate chromosomes (i.e., solutions)are
generated. In case of multiple objective functions, a Pareto
front is obtained.

IV. PERFORMANCEEVALUATION

In this section we present the performance evaluation of
our scheme. First, we discuss the MOS profiles of the two
users, and then evaluate the performance of the bandwidth
allocation schemes. The users are assumed to be connected
to an 802.11n based LHWN access point. The Middleware,
installed on both of the users’ devices, has profiled the ap-
plication’s coefficients asa0, a1, a2, a3 (Equations 6 and 7)
and sent it to the Scheduler running on the LHWN device. It
should be noted that profiling an application and determining
the coefficients is not a trivial task and a research problem
in itself. The cloud service provider has tasked the Scheduler
with reducing bandwidth usage while ensuring certain user
Quality of Experience objectives, so that more users can
be accommodated on the same spectrum. Available channel
bandwidth is 20MHz (52 subcarriers), and channel conditions
change frequently. There are a total of 76 possible modulation
and coding schemes for 20MHz 802.11n, using a maximum
of 4 spatial streams.

User Profile: The MOS profile of each user at different
SNRs can be seen in Figure 2 (higher MOS is better). During
unfavorable channel conditions with a SNR of 100, the MOS
profile of user 1 is shown in Figure 2a, and user 2 in
Figure 2c. As the number of subcarriers increases, so does

the allocated bandwidth - thus increasing the throughput and
MOS in general. The MCS index determines the actual data
rate. The large white spaces between the “strips” are an artifact
of the MCS index layout. The ranges of indices are broadly
divided based on spatial streams (SS): indices 0-7 for 1 SS,
8-15 and 32-37 for 2 SS, 16-23 and 38-51 for 3 SS, and 24-
31 and 52-75 for 4 SS. Within each sub-range, all possible
modulation schemes are available. However, some of these
modulation schemes have a high BER at low SNR, while
all modulation schemes have low BER at high SNR. This is
what causes the white “strips” in Figure 2. One can see that
these strips disappear at a SNR of 10000 (Figures 2b and 2d),
whereall modulation schemes have low BER. Because the data
rate increases and BER/PER decreases as better modulation
schemes are chosen at high SNRs, for a user, the throughput
increases, thus decreasing the delay and increasing the MOS
in general. At low SNRs, the data rate can be multiplied up to
four-fold by using multiple spatial streams and a modulation
scheme with a low symbol rate. This is how the MOS can
approach its maximum value even at low SNRs; however, only
very few MCS indices cause high MOS (as compared to high
SNR conditions).

Simulation Setup:The jMetal library provided an imple-
mentation of constrained NSGA-II in our Java based simu-
lator. The default values of the parameters are as follows:
SNR = 100 = 20dB, B = 4000 and s1 = s2 = 60MB.
The performance of our scheme (GA) is compared to two
other schemes for two different objectives: maximizing the
average MOS and maximizing the minimum MOS. Each data
point for GA is averaged over 20 random runs. The two
other schemes are: Opt - which uses brute force search to
determine the bandwidth allocation, and Prop - which divides
bandwidth equally among the users. For a given number of
subcarriers, both these schemes choose the MCS index that
maximizes MOS by iterating over all MCS indices. Note that
Opt is feasible to implement only when the number of users,
as well as the available bandwidth, are small; as the number of
subcarriers increases, the number of ways to divide it uniquely
among many users increases exponentially. While Prop has
the least computational overhead, Opt has the highest, owing
to the exhaustive search. Finally, the problem of equalizing
user MOS is discussed, and evaluated. A note on how results
are visualized: we compare GA and Prop against Opt not by
using the absolute MOS values,but as a percentage relative to
Opt. This is because a difference in MOS of 0.1 at the MOS
value of 1 (10%) has a higher impact on the user’s already
low QoE more than a difference of 0.1 at the MOS value
of 3 (3.33%). We assume that user SNRs are the same, for
comparison purposes only.

A. Maximizing the Average MOS

Figure 3 shows the performance of our scheme GA when
the objective is to maximize the average user MOS (Equa-
tion 3). The available bandwidth is constrained at various
values (S = 3, 13, 26, 39, 52 in Equation 9), to generate each
data point. There is no constraint on the maximum spatial
streams that can be used, i.e., no constraint on the MCS index.
The result is shown in Figure 3a. As available bandwidth
increases, so does the MOS, due to higher data rates. The
performance of GA isidentical to Opt. On the other hand,
Prop behaves inconsistently - sometimes as much as 17.6%
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Fig. 3: Maximizing the average MOS of users. (a) Performanceof our scheme (GA) as compared to optimal (Opt) and proportional
(Prop) for allocation of 20MHz (52 subcarriers), SNR = 20dB;(b) legend for figures (c)-(e). Effect of: (c) SNR, (d) app layer
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Fig. 4: Maximizing the minimum MOS of users. (a) Performanceof our scheme (GA) as compared to optimal (Opt) and
proportional (Prop) for allocation of 20MHz (52 subcarriers), SNR = 20dB; (b) legend for figures (c)-(e). Effect of: (c) SNR,
(d) app layer MTU, and (e) packet size on the performance of GA, Opt, and Prop, at allocations of 10 and 20MHz.

below optimal at 10MHz. This is because less bandwidth
needs to be allocated to user 2 (Figure 2c), and not in equal
proportion. To ensure an average MOS of about 3.5, the
reduction in required bandwidth, when using GA, as compared
to Prop, is about 33%. This means that more users can be
accommodated since bandwidth usage is reduced. The effect of
changing channel conditions for allocations of 10 and 20MHz
is shown in Figure 3c. As the SNR increases from 10dB to
50dB, channel conditions improve, decreasing the BER/PER
and increasing the throughput, thereby increasing the MOS.
Not much improvement can be noticed between 40 and 50dB,
since high modulation rates like 128-QAM are not available
in the 802.11n standard (unlike the upcoming PHY standards
such as 802.11ac). We note that improving SNR provides for
much higher MOS than increasing the bandwidth. At both
10 and 20MHz, GA performs identical to Opt, while Prop
deviates by at most 17.6% and about 3% on average. The
effect of changing application layer MTU (sj) for users can be
seen in Figure 3d. With a smaller MTU, the delay is reduced,
thus increasing the MOS; for video applications this delay can
be interpreted as the initial video buffering time. At a high
MTU, the delay is higher - but since Prop allocates bandwidth
independent of MTU, MOS increases because of the user
profile characteristics. However, depending on the application
encoding, using lower MTU sizes can incur higher overhead.
At the same time, using higher MTUs require larger buffers
and processing capabilities. Depending on the application, the
MTU size should be chosen and relayed to the Middleware, so
that an optimal amount of bandwidth can be allocated. GA’s
performance is identical to Opt, while Prop deviates by at most
23.4% at 10MHz and 0.11% at 20MHz. Note that as MTU
changes, all algorithms adjust the MCS index accordingly; this
explains the somewhat constant performance across MTUs.
Effect of increasing packet size (B) is shown in Figure 3e. The
PER increases with increasingB for constant BER (which is
determined by the bandwidth and MCS index). The penalty

in MOS is not that high - only about 10%, as packet size
increases from 100 to 8000 bits. The advantage of large packet
sizes is that multiple frames can be aggregated at the data link
layer, as proposed in 802.11n as well as 802.11ac. Multiple
TCP packets could fit inside a single frame. Thus, our scheme
is able to take advantage of frame aggregation by using the
packet size to generate the feasibility region, which is used by
the optimizer. Again, GA performs identical to Opt, while Prop
deviates by at most 21.5% at 10MHz and 1.6% at 20MHz.

B. Maximizing the Minimum MOS

GA performs identical to Opt (Figure 4a) and outperforms
Prop, which performs inconsistently. GA is able to save 25%
bandwidth when ensuring a minimum MOS of 3.9. At a low
SNR of 10dB (Figure 4c), the minimum MOS is close to zero.
This can be contrasted with Figure 3c, where the objective
was to maximize the average MOS. In order to boost the
minimum MOS, a lot of bandwidth has to be allocated to user
1, whose MOS profile is not as “flat” as user 2. Since this
is not an ideal operating condition, we address the problem
of equalizing user MOS in the next section. GA performs
identical to Opt, while Prop deviates by at most 34.66%. Effect
of increasing MTU is seen in Figure 4d. For a five fold increase
in MTU size from 20 to 100MB, the reduction in MOS is
about 21.5%. Performance of Prop is fairly constant across
MTUs, since there are no constraints on the MCS index. In
Figure 4e, the result of increasing packet size over two order of
magnitudes is seen. The reduction in MOS in this case is about
20%. In both cases, GA performs identical to Opt, while Prop
performs within 37%. We conclude that, irrespective of the
objective, the performance of GA is identical to Opt; however,
this result comes at the cost of increased computation. In
a cloud service scenario, the LHWN can easily use cloud
computation resources to compute this optimal bandwidth
allocation, instead of performing it on the device itself. Prop
performs inconsistently, based on the available bandwidth.
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Fig. 5: At SNR of 20dB: (a) Pareto front for GA scheme
between variance and mean of users’ MOS, for bandwidth
allocations of 5, 10, and 20 MHz. (b) performance of GA
scheme for three different tolerances of variance in user MOS.

C. Equalizing MOS and Fairness

It is possible that while maximizing the average MOS in a
system, some users are unfairly penalized with a low MOS or
small bandwidth allocation. Fairness can be quantified using
a measure of dispersion - in this case, the variance of users’
MOS. Ideally the variance should be zero, but in practice a
very low variance can be tolerated, if it means an increase
in average MOS. This inherent trade off can be characterized
as a Pareto front. It can be obtained using our optimization
scheme as follows. The objective of the optimization problem
(Equation 8) is changed to dual objectives: minimizing a
measure of dispersion (variance) of the users’ MOS, while
maximizing the average MOS. Using a chromosome pool
size of 500, a Pareto front was obtained and can be seen in
Figure 5a. Clearly, the variance in user MOS can be reduced to
zero, but at the cost of decreased average MOS. This is because
there is no tuple of(d, p, r) such thatU1(d, p, r) = U2(d, p, r).
However, this observation is specific to the QoE-QoS profile of
the two users, as well as the channel conditions. The network
operator may choose to equalize users’ MOS within a specified
tolerance. Our system can easily accommodate such a demand,
by solving the dual objective problem for a given available
bandwidth, and then choosing the solution that maximizes
performance while satisfying the tolerance bound. The results
for such a scheme can be seen in Figure 5b for three different
values of variance:10−7, 10−3, and∞. We see that MOS can
be equalized more favorably (i.e. with higher average MOS) at
higher bandwidths, while a tight tolerance results in very low
QoE at low bandwidths. Tolerating a very small MOS variance
of 10−3 allows the average MOS to double. The key takeaway
here is that MOS can be equalized, but at the cost of average
MOS, and that this tradeoff can be controlled by the network
operator.

V. FUTURE WORK

The authors are currently designing a testbed where the
above scheme is to be implemented.QoSapp will be gathered
for multiple users using extensive experimentation. Incorporat-
ing limits on the number of spatial streams used (i.e., number
of antennas) as well as a finite number of encoders is ongoing.
For multiple users, 802.11ac will replace 802.11n because
of the increase in supported data rates. Finally, aspects such
as computation complexity, other QoS metrics, non-uniform
subcarrier fading as well as optimal power allocation will be
considered.
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