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In this article, we present a general cell-design methodology for the optimal design o f  a multit ier wireless cellular network Multit ier 
networks are useful when there are a mul t i tude o f  traffic types w i th  drastically different parameters and/or different requirements, such 

as different mobil i ty parameters or quality-of-service requirements In such situations, it may be cost-effective t o  build a mul t i tude o f  
cellular infrastructures, each serving a particular traffic type The network resources (e.g , the radio channels) are then part i t ioned among 

the mult i tude of tiers In general terms, w e  are interested in quanti fying the cost reduction due t o  the multitier network design, 
as opposed t o  a single-tier network Our study is motivated by the expected proliferation of personal communication 

services, which wil l serve different mobil i ty platforms and support multimedia applications through a newly deployed infrastructure 
based on the multit ier approach 
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ealing with users of differing parameters will be a 
major challenge in future multimedia wireless net- 

works. Examples of difgring parameters include the mobile’s 
speed, average number of received calls per unit of time, aver- 
age required bandwidth per call, average call length, maxi- 
mum allowed bit error rate, and permissible probabilities of 
call dropping and blocking [1-31. 

The cellular systems for the next generation of wireless 
multimedia networks will rely on cells that are smaller than 
those used today. In particular, in the proposed microcellular 
systems, the cell radius can shrink down to as small as 50 m 
(0.5 mi - a 10-mi radius range for today’s macrocellular sys- 
tems). Smaller cell radii are also possible for systems with 
smaller coverage, such as pico- and nanocells in a local-area 
environment. The size of the cells is closely related to the 
expected speed of the mobiles that the system is to support 
(i.e., the faster the mobiles move, the larger the cells should 
be), to keep the complexity of handoffs at a manageable level. 
Furthermore, the cell size is also dependent on the expected 
system load (Erlangs per area unit); that is, the larger the system 
load, the smaller the cell should be. This is the direct outcome 
of the limited wireless resources (e.g., voice channels) assigned 
to handle cell traffic. Smaller cells result in channels being 
reused a greater number of times (i.e., greater extent of con- 
currency) and thus greater total system capacity. Finally, the 
cell size also depends on the required quality of service (QoS) 
level; for example, the probability of call blocking, of call 
dropping, or of call completion. In general, the more stringent 
the QoS, the smaller the cells need to be, since smaller cells 
increase the total system capacity. However, smaller cells 
translate to more base stations, and hence higher costs. 

Systems utilizing more than one cell size have previously 
been proposed (4-61. In particular, when there are multiple 
mobility classes, it i s  useful to consider cell splitting, which 
results in a multitier system [6]. For example, in a two-tier sys- 
tem, one tier consists of smaller cells (called microcells or tier 
2 cells), which are used by low-mobility users, and the other of 
larger cells (called macrocells or tier 1 cells), used by high- 

mobility users. In this article, we employ the multitier idea to 
show how to optimize the design of a system with differing traf- 
fic requirements and mobile characteristics. Specifically, we exam- 
ine how to lay out a multitier cellular system; given a total number 
of channels, the area to be covered, the average speed of mobiles 
in a tier, call arrival and duration statistics for each tier, and a con- 
straint on the QoS (i.e., blocking and dropping probabilities), 
we show how to design a multitier cellular system in terms of 
the number of tier-i cells (e.g., of macrocells and microcells in 
a two-tier system) and the number of channels allocated to 
each tier so that the total system cost is minimized. 

Because the objective is to minimize the cost of the multitier sys- 
tem subject to a minimum QoS constraint, there is an optimum 
cell size for every tier of the multitier system. The goal of this arti- 
cle is to determine these optimal cell sizes. Our study concen- 
trates on the special case of a two-tier system, and we demonstrate 
that a two-tier approach results in substantially lower cost 
than the corresponding one-tier approach for the same QoS. 

The article is organized as follows. In the next sectioh, we 
discuss our network model. We then define the optimization 
problem and provide an algorithm for its solution. Numerical 
results for the example of a two-tier system are discussed, and 
we conclude with a brief discussion in the final section. 

he network model assumed in our study is as follows. For each 
tier, the total area of the system (coverage area) is partitioned 

into cells. All cells of the same tier are of equal size. The net- 
work resources are also partitioned among the network tiers. 
Channels allocated to a particular tier are then reused based on 
the reuse factor determined for the mobiles of that tier1 (i.e., 

The reuse factor is dgtermined based on perfomance requirements, such as 
bit error rate for the digital system and a subjective test (mean opinion score) 
for analog voice systems. These requirements are translated into the required 
signal-to-inte~erence ratio, which in turn determines the reuse factor. 
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within cach tier, channels are divided into channel sets). 
One such set is then allocated to each cell of that tier. We 
use fixed channel allocation (IFCA) for the allocation of 
channels  b o t h  among t h e  t ie rs  and  within a t i e r .  We 
intend to study more dynamic ,allocation schemes [7, 81 in 
future work. 

In this article, we address connection-oriented traffic only 
(i.e., our work does not cover the connectionless case), and 
we refer to a call as an association between a mobile and 
some other entity within the network. A call can be used to 
convey digital data, analog traffic, or digitized analog traffic, 
and thus requires allocation of the wireless resources. 

Call arrival rate 
Call duration time 
Call data rate 
Average speed of mobiles 
Performance factors 
QoS factors 
The performance factors (e.g., bit error rate) determine 

the channel reuse plan [9]. The QoS factors used in this 
work are dropping probabilitg and blocking probability. 
(Other factors have also been used in the literature, such 
as probability of call completion [4].) The probability of 
call blocking refers to an arriviing call being denied service 
due to  a lack of wireless reslources. The  probability of 
dropping accounts for calls in progress being terminated 
during the handoff process due to unavailability of wireless 
resources in the new cell. Of the two, call dropping is a 
more serious impairment. Consequently, network specifica- 
tions call for a drop probability no greater than the block- 
ing probability. As a simplifying assumption, we assume 
the same call data rate for all calls (i.e., a single channel 
allocation per call). We will study a more general case (e.g., 
that in [lo]) in the future. 

Additional assumptions regarding traffic modeling and the 
system architecture are as follows: 
1. The traffic generation is spatially uniformly distributed. 
2. Call arrivals follow a Poisson process. The spatial and 

time distribution of call arrivals are the same over all 
cells in a given tier, but can be different from tier to tier. 

3. Call duration for a given tier is exponentially distributed, 
and may vary from tier to tier. 

4. Handoffs and new calls are served from the same pool of 
available channels. 

5.The speed of each class of mobiles is constant for each 
tier. We assume a mobility model similar to [13]. 

6. New call arrivals and call terminations are independent 
of the handoff traffic. 
Note that assumption 4 means that, for a given tier, the 

probability of blocking equals the probability of dropping. 
In this article, we formulate the multitier optimization 

problem as the minimization of the total system cost and pro- 
pose an algorithm to evaluate the cost and calculate the 
design parameters of each tier. The system cost is composed 
of the cost of the base stationis and interconnection of the 
base stations to the mobile switching center. The cost of a 
base station further consists of the equipment (electronics, 
tower, antennas, etc.), real estate (including the zoning rights 
to place wireless transmission equipment), installation costs, 
and operating, administrative, and maintenance costs. We do 
not dwell too much on the different cost components, noting 
that due to the large per-base-station cost, the total system 
cost is roughly proportional to the number of base stations 
[11]. The total system cost is ithe sum of the costs of all the 
tiers. We further assume that all base stations of a specific tier 
are of equal cost. 

Each tier is identified by several parameters: 

OPTIMAL DESIGN ALGORITHM 
Notation: 
A 
S Number of tiers 
C 
G 
Nl 

fi 
m, 

Total area to be covered (m2) 

Total number of available network channels 
Number of channels allocated to tier z 
Number of channels allocated to a tier i cell 
Number of tier i cells in the frequency reuse cluster 
Number of tier i cells contained in a tier (i - 1) 
cell. Tier 0 defines the total coverage area; ml @ 
total number of tier 1 cells. 

Rl Radius of a tier i cell (meters) 
v, Average speed of tier i mobile users (meters per 

second) 
he Number of tier i calls initiated per unit time per 

unit area: calls/(seconds . mete$) 
1 1  Call initiation rate in a tier i cell (calls/s) 
1/11, Average call duration of a tier-z cell (seconds per 

call) 
hl Mean number of handoffs for a tier i call (hand- 

offs per call) 
Yl The relative cost of a tier i base station to the cost 

of a tier S base-station (i.e., 
PB(i) Actual blocking probability for a tier i cell 
P D ( ~ )  Actual dropping probability for a tier i cell 
Pf"(i) The maximum acceptable blocking probability for 

tier i calls 
P p ( i )  The maximum acceptable dropping probability for 

tier i calls 
PL(i) Loss probability of tier i 
PLT Overall system loss probability, weighted by the 

amount of traffic of each tier 
PLT,,, The maximum acceptable weighted system loss 

probability 
TSC Total system cost 
TSC,, Maximum allowable total system cost; input design 

parameter tabbing 

5 1) 

THE OPTIMIZATION PROBLEM 
The objective of the work described in this article is to mini- 
mize the cost of the multitier infrastructure. In our model, we 
assume that the major part of the total system cost is the cost 
of base station deployment, which in our model is proportion- 
al to the total number of base stations. Thus, the total system 
cost, TSC, is: 

S r  
n c  = q ( y ,  + ms(y2 + mgc. .))I = Cy, . n m ,  9 s 2 1.  (1) 

1=1 J=1 
In the above equation, we assume that cells are split in an 

arbitrary manner; that ia, the location of tier i base stations is 
independent of the location of the base stations of the other 
tiers. In some cases, a more structured splitting may be used 
[5], in which cells of tier z form rings within a cell of tier (i - 
1). An example is shown for the two-tier case in Fig. 1. Thus, 
if a base station already exists in a cell for tier i, the cost of 
placing an additional base station for a higher tier is negligi- 
ble, Thus, for example, in the case of a two-tier network the 
total cost can be reduced by the cost of the tier 2 base sta- 
tions. In such a case, the total cost is more accurately cap- 
tured by the following formula: 

Reiterating some of the assumptions stated earlier, w e  
assume that the set of all the available channels to tier i, Ci, is 
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equally divided among the f ,  cells in the 
frequency reuse cluster, leading to  no 
channel sharing between the cells. Also, 
there is no channel sharing among the 
tiers. Furthermore, we assume that no 
channels are put aside for handling hand- 
offs (i.e., allocation of channels for hand- 
off requests and for new calls initiated 
within the cell are handled from the same 
pool of available channels in the 
Thus, the blocking and dropping proba- 
bilities are equal, and we term the proba- 
bility of loss, P&); that is, 

Vi, P L ( ~ )  = P B ( ~ )  Figure 1. Cell splitting. 

The overall system loss probability, PLT is given by: 

(3)  

Our layout design problem is to minimize TSC, when the 
total number of available channels i s  at most C, and subject to 
the following QoS constraints: 

PLT 5 PLT" andpL I p p . 3  In other words: 

Determine {mi} minimizing TSC such that: 

S CC, 4 c and PLT 5 PLT,,, and FL 4 F y .  (4) 

SOLUTION OF THE OPTIMIZATION PROBLEM 
We first consider the average number of handoffs, h,, that a 
call of tier i will undergo during its lifetime: 

1 = 1  

(3+243)V, . h, = 1=1,2 ... s 
9 M ,  

This expression was first derived in [13] for a one-tier 
system satisfying assumptions 1-6 above. However, since 
each tier is restricted to  using the channels of the corre- 
sponding tier only, the expression is valid for our multitier 
system as well. 

Now assume that there are  a total of Mi cells in tier-i 
(Mi  = r I i L lm j ) .  Then the total average number of hand- 
offs per 'second in all the cells is h;kjMi. The total arrival 
ra te  of handoff and initial calls in all tier i cells is &Mi 
(hi+ l),  and the average total (handoffs and initial calls) 
rate per cell is 

p t a l  = h 4% + 1). ( 6 )  

This is the way that most first and second generation wireless systems 
work. 

3 Note that our constrains include both the average probability of loss, as 
well as the individual tiers'probability of loss. This is to ensure that every 
mobile enjoys at least some minimal quality of service and that the overall 
system pe$ormance is also satisfactory, by giving more weight to the more 
populated tiers. 

Note  tha t  in  developing E q .  6 we 
used assumption 6, together with the  
fact that the residual length of handed- 
off calls continues to  be exponentially 
distributed [13]. Thus, the total arrival 
process to a cell is still Markovian, with 
the average rate of kiota'. Since the area 
of a hexagon with radius R is 3?lrj/2R2, 
we obtain 

(7) 

This leads to 

The average call termination rate (based on [13]) is 
p a l  = 

We are now ready to consider the call loss probability. 
Based on assumptions 1-4, we can use the Erlang-R formula 
[12] extended to M/G/c/c  system^.^ The probability of loss of a 
tier i call is therefore 

F, (1 + 9h).  (9) 

where 
hi and h, by Eqs. 7 and 5, respectively, and 

and kpta' are given by Eqs. 8 and 9, respectively, 

In the rest of the article, we assume a two-tier system (S = 2). 
Then the cost function in Eq. 2 simplifies to 

TSC = y1 y 2 .  m2' (m2- 1) (12) 
We will now express m1, m2, and R2 as a function of the 

area, A, and the tier 1 cell radius, RI .  We have 

We assume that both tier 1 and tier 2 cells are hexagonally 
shaped and that tier 2 cells are obtained by suitably splitting 
the tier 1 cells. Each tier 1 cell will contain k layers of tier 2 
cells. Figure 1 shows an example of a tier 1 cell which con- 
tains three layers (0, 1, and 2). 

From the geometry of a hexagon, the number of tier 2 cells 
in a tier 1 cell is given by 

nzz = 1 + 6 + 
where (k + I) denotes the number of "circular layers" in the 
cell splitting. Also, the radius of a tier-2 cell is given by 

+ 6k = 1 + 3k(k + l), k = 0, 1, ... , (14) 

Erlang-B formula which applies to an MlMlclc queueing system is also 
valid for an MlGlclc system [14J. 
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W Table 1. Parameter values. 

Our optimization problem can be solved by using Eqs. 
10-15 through a search algorithm with pruning, as described 
in the next section. 

LAYOUT ALGORITHM 
We next present the search procedure for a two-tier cellular 
system. The constrained optimization problem outlined 
above consists of finding optimal values of R I ,  RI ,  C1, C2, ml, 
and m2, which are the system design parameters. We label 
the optimal values R;, R:, C;, C:, m;, and m;. The param- 
eters ml, m2, C1, and C2 are integers, while R I  and R2 are 
continuous variables. However, we only need to consider a 
discrete subset of the possible values of RI .  From Eq. 13, we 
can see that it is sufficient to consider just those values of RI 
for which 

where I = mmlnl , ... , mma,1. mmlnl and mma,1 are the lower 
and upper bounds, respectivelly, of the number of tier 1 cells 
in the system. Thus, R1 can only assume one of mmdxl - mmlnl 
+ 1 values. 

is usually assumed to be equal to 
1, while the upper bound, mmaxl ,  can be estimated from 
TSC,,, which is given to the designer, in the following way: 

The lower bound, 

We use the following search procedure to find the design 
parameters. 

TSC* = TSC 

3 4 5  0 al = -AI 
2 

a,=---h 343 0 
2 2  

3 + 2 6  
VI bl =- 

~ P I  

while (mminl I ml I mmaxl) do 

for ( k = 1 ;  ; k + + )  do 
m2 =1+3k(k+1)  
TSC = y, .ml + y2 .ml .(m2 - 1) 
if (TSC > TSC*) then break 

R,=R,l& 

i f (( P LT < PLT,,,,, ) and ( PL (1) < P y  (1)) 

and (PL(2)  < P r ( 1 ) ) )  then break 

end for 
if LTSC < TSC*) then 

k = k  
m; = ml 

end i f  
end while 

end while 
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The outputs of the algorithm are: TSC*, mi, m;, R;, R i ,  amount of handed-off traffic for the tier 1 system is consider- 
ably greater than for the tier 2 system. Thus, the same relative 
increase in total handoff traffic has a considerably greater 

C:, and C,*. 

NUMERICAL EXAMPLES effect on the system working at high utilization, as is tier 1. 
We will next compare the performance of the two-tier sys- 

n this section we report selected performance figures of two- 
tier systems and their comparison with the corresponding 

single-tier systems. We used the proposed algorithm to gener- 
ate numerical results for systems with the parameter ranges 

tem with a one-tier system. To obtain results for a one-tier 
system we ran the optimization algorithm with R I  = R2. This 
results in both tiers sharing the same cells and m2 = 1. The 
total cost is then computed as TSC = mly1. 

Figure 6 depicts the total svstem cost as a function of tier 2 found in Table 1. 
The speeds of tier 1 mobiles 

were taken to represent vehicular 
and airplane traffic, while tier 2 
speeds a re  representative of 
pedestrian and cycling traffic. 

First, we investigated the 
effect of y on the total system cost 
for different parameters. In Fig. 2 
the  parameter is the tier 1 call 
density, while in Fig. 3 the param- 
eter is the tier 2 call density. The 
tier 1 and tier 2 average speeds 
were 90 km/hr and 3 kmihr, 
respectively. The TSC,,, was 
taken as $20,00OK. As y increases, 
the total system cost (as well as 
the number of tier 2 base s ta-  
tions) increase, since for more 
expensive tier 1 base stations 
there tend to be fewer of these, 
resulting in more channels being 
allocated to tier 1 cells to satisfy 
the tier 1 QoS.  This results in 
fewer channels available to tier 2 
cells, which requires larger chan- 
nel reuse, smaller tier 2 cells, and 
thus more tier 2 base stations. 
Also as expected, the effect of hf 
and h$ on the total system cost 
(and the number of tier 2 base 
stations) is nonlinear (i.e., the 
increase in cost for the same rela- 
tive increase in call density is larg- 
e r  for larger values of call 
densities), due to the effect of the 
total call arrival on the probabili- 
ty of loss in the Erlang-B formu- 
la. 

Figures 4 and 5 show the 
effect of y on the  total system 
cost, where the average speeds of 
tier 1 and tier 2, respectively, are 
the parameters. For these graphs, 
the call arrival densities were 
taken as hp = 2[calls/(min . km2)] 
and @= lO[calls/(min . km2)] and 
TSC,,, = $10,OOOK. It is interest- 
ing to note that for our practical 
range of parameters,  the total 
normalized cost is much more 
sensitive to the speed of tier 1 
mobiles than to that  of tier 2 
mobiles for the same relative 
change in the  mobiles’ speed. 
This is especially true for large 
values of y. This behavior can be 
explained by the fact that  the 

W Figure 2. The effect of yon totalsystem cost (labels indi- 
cate Xq). 

W Figure 3. The effect of yon total system cost (labels 
indicate X4). 

Figure 4. The effect of yon total system cost (labels 
indicate VI). 

mobiles’ speed, while tier 1 
mobiles’ speed is fixed for a one- 
tier and a two-tier system. Tier 1 
mobiles’ speeds considered are 
30, 90, 180, 270, 360, and 540 
km/hr. The two-tier system is far 
expensive than the one-tier sys- 
tem. 

We notice that for a constant 
tier 1 speed, TSC is relatively sta- 
ble as a function of tier 2 speed. 
This is due to the relatively large 
volume of tier 1 handoff traffic, 
which dominates the channel 
assignment to tier 1 cells. This is 
not the case in the single-tier sys- 
tem, since as the  speed of the 
slower mobiles increases and the 
cell size is constrained by the 
faster mobiles, the total handoff 
traffic for the slower mobile class 
requires assignment of more 
channels to the faster mobile 
class. This results in a larger 
number of cells and increases the 
total system cost. Finally, the 
main conclusion from Fig. 6 and 
many other similar runs is that, 
for the parameter ranges used in 
this study, the two-tier system 
outperforms the single-tier sys- 
tem for all the values of the slow- 
er and faster mobiles’ speeds. 

ISCUSSION 
ultitier architectures are  
economical in situations 

where there are mobiles charac- 
terized by different mobility pat- 
terns, running applications with 
different QoS requirements, and 
having substantially different call 
arrival density and average hold- 
ing time. 

In this article, we have consid- 
ered the optimal design of a mul- 
titier system to minimize the total 
system cost. We define system 
cost as being primary composed 
of the cost of cell sites (i.e., the 
base stations) and develop a pro- 
cedure to determine the cell sizes 
for each tier, the portion of the 
total number of channels 
assigned to each tier, and the 
total system cost. A system 
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designer can use the proposed 
algorithm to estimate the total 
system cost and to determine thle 
required number of cells for eaclh 
tier and the partition of the sys- 
tem channels among the tiers. 

Our numerical results indicate 
that two-tier systems outperform 
their one-tier counterparts for thle 
range of design parameters con- 
sidered here. Another lessoin 
learned from the numerous cases 
we have studied is that the per- 
formance degradation of the two#- 
tier systems is much more gradual 
than that of one-tier systems. We 
believe this conclusion can be 
carried over to the general case 
of multitier systems. 
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