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The dynamic packet reservation multiple access (DPRMA) scheme, a medium access control protocol for wireless multimedia
applications, is proposed and investigated. DPRMA allows the integration of multiple traffic types through a single access control
mechanism that permits users to specify their immediate bandwidth requirements. The primary feature of DPRMA is the dynamic
matching of the traffic source generation rates with the assigned portion of the channel capacity. This is accomplished by a control
algorithm that regulates the actual amount of channel capacity assigned to users. To support multimedia communication, channel capacity
assignments are prioritized by traffic type. The performance of the scheme is evaluated and the scheme is shown to perform well in a
system with voice, video conferencing, and data users present. It is also shown to provide improved performance over a system with
a modified version of the packet reservation multiple access (PRMA) scheme. Furthermore, several system parameters are studied and
optimized.

1. Introduction

Wireless networks in today’s society are receiving an
ever-increasing amount of attention. In particular, wireless
multimedia systems are of significant interest and are ex-
pected to be in demand soon by the general public. The cur-
rent cellular systems, however, are incapable of efficiently
and effectively supporting the introduction of multiple traf-
fic types. The cellular systems were designed specifically
for voice users but are already being used for other ap-
plications as well. In many cases the systems’ resources
have been saturated by this additional traffic load. In order
to make the systems more suitable for multimedia users,
several steps must be taken. In particular, the method for
allocating systems’ resources must be reevaluated, and a
new Medium Access Control (MAC) protocol must be im-
plemented.

The most popular multimedia computer networking pro-
tocol in use today is the Asynchronous Transfer Mode
(ATM) [1]. This protocol uses statistical multiplexing as a
method of dividing channel bandwidth up among all users.
As ATM becomes a more and more widely accepted proto-
col, it is reasonable to assume that future wireless networks
will be expected to easily interface with ATM networks.
Therefore this work focuses on the transmission of ATM
cells.

In this study we concentrate on Time Division Multi-
ple Access (TDMA) schemes. The current wireless digi-
tal MAC standards, such as IS-54/136, are well-suited for
transmission of voice traffic. A cellular frequency channel
is divided into multiple slots and these slots are grouped
into frames. Each user is allocated a set number of slots in
every frame. This protocol provides voice users with the
bandwidth they require and guarantees minimal delay in
transmission of packets. However, the addition of different

types of traffic into the system would cause significant prob-
lems, since these users may require more or less bandwidth
than the fixed allocation allows for. For high-bandwidth
real-time traffic sources this could cause significant de-
lay in packet transmission. An additional consideration is
that time division multiple access techniques can potentially
provide high throughput for Constant Bit Rate (CBR) traf-
fic, but not necessarily for Variable Bit Rate (VBR) traffic.
Therefore, this technique is not well suited for a multimedia
system.

Another protocol that has been proposed to support pack-
etized voice communication is called Packet Reservation
Multiple Access (PRMA) [2]. This protocol assumes that
voice activity detectors are implemented in the system, and
consequently the system can differentiate between periods
of speech and periods of silence in a conversation. Users
are allowed to reserve slots whenever they are in a talk-
spurt. When the talkspurt ends, the reservation is released.
Data users can also be accommodated by this protocol, but
are not permitted to make slot reservations. PRMA allows
a greater number of voice users to be admitted into the
system than does a strict TDMA protocol. The main draw-
back however is that the protocol is specifically designed
for a predominantly voice system. Aside from low-bit rate
data users, most other traffic types cannot be easily ac-
commodated. Therefore, another more suitable protocol is
required.

In this work we introduce the Dynamic Packet Reserva-
tion Multiple Access (DPRMA) protocol. It is inspired by
the PRMA protocol, but is better suited for a multimedia
traffic system. DPRMA is designed to flexibly assign band-
width to users and update these assignments as necessary
to support the changing needs of VBR users. Priority is
given to the real-time traffic users, but an effort is made to
accommodate non real-time traffic whenever possible.

 Baltzer Science Publishers BV



88 D.A. Dyson, Z.J. Haas / A dynamic packet reservation multiple access scheme

Section 2 presents a general background on some pro-
posals for wireless MAC protocols which have received
recent attention. Section 3 provides an explanation of the
PRMA protocol. This is followed by a description of Dy-
namic Packet Reservation Multiple Access in section 4.
The similarities between the two protocols are highlighted,
and the improvements that DPRMA offers over PRMA are
emphasized. In section 5, the types of traffic that are in-
cluded in the protocol simulations are outlined. Quality
of Service (QOS) requirements are specified for each user.
The simulation results are presented in section 6, where
the performance of DPRMA is compared with that of a
modified PRMA protocol.

2. MAC protocols for wireless networks

Beyond the basic TDMA technology, there have been
several MAC protocols that have been proposed for use
with wireless services [3–7]. Those that are most suited
for multimedia applications are reservation-based. They
provide the users with some mechanism to indicate the
portion of the bandwidth that they need allocated for trans-
mission purposes. One such protocol is the Multiservices
Dynamic Reservation (MDR) TDMA format [8], an exam-
ple of which appears in figure 1(a). This protocol divides
the bandwidth into frames which are further divided into
several regions. The first region is divided into small re-
quest slots that the mobiles use to contend for access to
the system via a slotted ALOHA protocol. Based on the
information obtained during this period, the remainder of
the frame is divided among the CBR, VBR and data users.
CBR traffic is allocated first and may be assigned a limited
number of time slots. The remaining slots are dynamically
allocated among the VBR and data users. Once a CBR
user gains access to the system it is allocated a slot in every
frame for as long as it continues to transmit. VBR and data
users can request multiple slots in a frame and the protocol
will attempt to comply if the bandwidth is available. If it
is not, the portion of the request that is not honored will be
accommodated in subsequent frames.

This protocol has several significant drawbacks. First
it assumes that CBR (typically voice) traffic has the high-
est priority in the system and makes no attempt to provide
guarantees for QOS of the other users. The DPRMA pro-
tocol will be shown to provide guarantees for VBR traffic.
Another disadvantage of the MDR protocol is the delay that
may be incurred by each user while it waits for the begin-
ning of the request period. This delay may be unacceptable
for real-time traffic. DPRMA eliminates this delay by al-
lowing users to contend for reservations whenever there is
an empty slot available. Another problem with this protocol
is that the use of minislots makes it difficult to implement
in a large system. In reality, each minislot will need its
own guard band in order to account for the different prop-
agation delays that each user will experience. Thus, the
use of minislots assumes a small service area for each base
station.

Figure 1. Format for MDR and DTDMA/PR protocols.

Another reservation-based MAC protocol is Dynamic
TDMA with Piggybacked Reservation (DTDMA/PR) [9].
In this protocol, uplink frames are divided into three fields
as shown in figure 1(b). The first field contains reservation
minislots. The second field consists of multiple long-term
reservation slots for time-dependent CBR and VBR traf-
fic. The last field contains slots for short-term reservations,
specifically for data users making reservations on a frame-
by-frame basis. The boundary between the last two fields
is movable. Each user initially obtains a reservation by
randomly selecting to transmit in one of the reservation
minislots. At the end of the reservation field the base sta-
tion provides feedback about the assignment of slots in the
current frame. CBR users are assigned a fixed number of
slots in the long-term reservation field. VBR users are also
assigned slots in this field but can update their reservation
needs by using a piggybacked reservation when they trans-
mit their packets.

This protocol suffers the same problem with minislots
as did the previous protocol. In addition, the base station
only updates slot reservations once a frame, immediately
after the reservation field. Thus, the piggybacked requests
of the video users cannot be accommodated immediately.
This is a major drawback of the protocol. The DPRMA
protocol, however, allows immediate updating of slot as-
signments in order to provide CBR traffic users with the
best possible QOS requirements. In addition, the DPRMA
protocol allows data users to maintain reservations instead
of forcing them to contend on a frame-by-frame basis. This
significantly reduces the contention in the system.

3. Packet reservation multiple access

One of the widely-accepted wireless MAC protocols to
date has been the Packet Reservation Multiple Access pro-
tocol. DPRMA is, in fact, inspired by this protocol. Like
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the other MAC protocols, PRMA allows multiple users to
share the resources of one frequency channel. The channel
is divided into time slots which are grouped into frames.
The size of the slots and frames are designed specifically
to efficiently accommodate voice users. A one-slot-per-
frame reservation guarantees that a voice user’s QOS re-
quirements are met. A distinction is made between two
different traffic types in the system: random traffic (typi-
cally voice) and periodic traffic (typically data). All users
contend for access to the channel using a modified Reserva-
tion ALOHA protocol, R-ALOHA [10]. A new user waits
for an unused slot and then transmits with probability pp
for periodic users and pr for random users. If a collision
occurs, the user waits for the next available slot and tries
again with the same transmission probability. This contin-
ues until the user transmits successfully or decides to give
up. If a periodic user is successful in transmitting, that slot
becomes reserved for the user. A data user, however, is not
allowed to obtain a reservation and instead must contend
for a slot each time it has a new packet to transmit.

The values that are chosen for pp and pr in a system
do not have to be identical. By making them different,
the system can give higher priority to one traffic type over
the other. Time-dependent traffic requires timely delivery
to ensure that its QOS requirements are met. Data traffic
can tolerate a much greater delay without any impact on its
Quality of Service. Therefore, the transmission probability
for periodic (voice) users is generally set higher than that
for random (data) users.

Information about the availability of slots is provided to
the users by the base station on the downlink channel. In
addition, the base station indicates the success or failure
of a new transmission attempt. Each periodic user trans-
mits in its reserved slot until it no longer has any more
packets to send. The user then leaves its next reserved slot
empty, informing the base station that the user is releasing
its reservation. In the future, when the periodic user has
more packets to send, it will have to contend again for a
reservation.

There have been many adaptations to PRMA that have
been proposed in order to better accommodate VBR traffic
into the system [11–14]. The DPRMA protocol that we are
presenting is one such proposal.

4. Dynamic packet reservation multiple access

4.1. Medium access control

The DPRMA protocol resembles PRMA in several ways.
In DPRMA, the frequency channels continue to be divided
into slots and frames. The size and spacing of these re-
main such that a voice user needs to reserve exactly one
slot in every frame. Also like PRMA, the users of the
system initially contend for access using the R-ALOHA-
like method. A user who is successful in acquiring a slot
and who requests a single slot per frame reservation is al-
located the same slot in which it successfully contended.

This assignment continues for all subsequent frames until
the user changes or releases its reservation. The reserva-
tion release mechanism is the same in both protocols; users
simply leave the last reserved slot empty. Thus, with only
voice users present, the system reverts back to PRMA.

The primary difference between the two protocols is the
manner in which reservations are made and resources are
allocated for VBR sources. The slots within a DPRMA
frame are divided among the users based on the amount
of bandwidth that each user requires. Users may reserve
a number of slots within a frame or even slots in alternat-
ing frames, as long as that capacity is currently available.
In addition, changes to a user’s allocation request can be
dynamically accommodated. All users in the system are
permitted to request reservations, including data users. The
manner in which the base station attempts to accommodate
the data users is slightly different than the way it accom-
modates time-dependent users. Specific details about this
issue will be provided later in this section.

The base station has the responsibility of dividing the
bandwidth up among the active users. In order to accom-
plish this task in DPRMA, each mobile conveys its require-
ments to the base station via several Reservation Request
(RR) bits that are included in the header of each uplink
time slot. It is the user’s responsibility to determine the
appropriate rate required and set its rate bits accordingly.

Each user can transmit at a limited number of different
transmission rates, ci. This limits the amount of overhead
introduced by the presence of the RR bits. These rates are
defined as

ci = 2i × C/n, imin 6 i 6 log2 n, (1)

where C is the data rate of the channel in bits per second,
n is the number of slots in a frame, and i is an integer.
The value for imin dictates the smallest possible bandwidth
allocation and can be set to any value that is appropriate
for the system in question. For this study it will be shown
that the smallest bandwidth allocation will be 35.333 kbps,
and therefore imin is set to 0.

When a user has a burst of information to transmit it
must first attempt to obtain a reservation. It sets the ap-
propriate RR bits to indicate its rate request, contends for
an empty slot, and monitors the downlink channel to de-
termine its success or failure status. Success or failure is
indicated by the base station via several Reservation Ac-
knowledge (RA) bits in the header of the downlink mes-
sages. When a successful transmission has occurred, the
base station immediately attempts to accommodate as much
of the requested rate as is possible. If the total request can-
not be accommodated, then a partial allocation is made and
all empty slots are assigned to the new user. The base
station keeps a record of any partial allocations, so that
the remaining request can be accommodated whenever the
capacity becomes available.

For time dependent traffic, as many of the available
empty slots as are necessary can be used in order to ac-
commodate a request. If there are not enough empty slots,
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then these users are permitted to preempt the data users
from their reservations. The base station, as the resource
allocator, determines how many and which data slots will
be reassigned to the time dependent users. As many data
users as are necessary will be preempted in order to obtain
the full allocation. Data requests that have been preempted
in this manner must be placed in a queue to await further
service when the bandwidth becomes available.

If a full allocation of a new user’s request is possible,
the base station must determine which of the remaining
unclaimed slots will be assigned. The base station first
identifies which slots are currently unallocated and deter-
mines how many such slots exist. Next, the base station
examines each of these slots in sequential order to deter-
mine if the slot will be assigned to accommodate the new
request. Throughout the process, the base station main-
tains a record of how many slots, Sn, the user still needs
in order to have its request satisfied. Every time a slot is
successfully assigned, Sn is decremented. In addition, the
base station keeps track of the number of available slots,
Sc, that have not yet been considered for assignment. Each
time a new slot is considered, Sc is decremented. As the
base station considers each available slot, it assigns the slot
with probability Pa, where

Pa = Sn/Sc. (2)

Thus, the probability that a slot is assigned is dependent
upon how many slots are still needed to satisfy a user’s
request. This process ensures that the user will be as-
signed exactly the number of slots it requires. Also, it tends
to spread the allocation of slots randomly throughout the
frame. An example of the operation of the slot assignment
algorithm is shown is figure 2(a).

Once a user has secured a reservation, it must monitor
the downlink channel to determine in which slots it is al-
lowed to transmit. This is indicated via Slot Reservation
(SR) bits that are incorporated into the downlink message
header. Any changes to a user’s reservation requirements
are communicated by the user to the base station via the RR
bits. An increase in reservation is accommodated if the re-
sources are available. Once again, real-time traffic requests
will take precedence over non real-time traffic reservations.
User requests may be added and data reservations removed
such that the real-time requests are accommodated when-
ever possible. The additional slots needed are assigned
according to equation (2). A decrease in reservation is al-
ways accommodated immediately to prevent the user from
running out of packets to send and, consequently, losing its
reservation.

When a rate decrease is requested by a user, the base
station first determines which slots are currently assigned to
that user. The base station then considers each of these slots
one at a time in sequential order, for deallocation purposes.
The number of slots yet to be released, Sd, and the number
of slots yet to be considered for release, Sr, are constantly

Figure 2. a) New user arrives and requests 4 slots. New slots are assigned
according to Pa = Sn/Sc. b) A user with 8 slots wants to decrease its
reservation to 4. Assigned slots are released according to Pd = Sd/Sr .

updated throughout this process. Each slot is released with
probability

Pd = Sd/Sr. (3)

As with the slot assignment algorithm, this process ensures
that the necessary number of slots are always released and
continues to maintain a random spread of slot assignments
throughout the frame. An example of how the slot deallo-
cation protocol operates is shown in figure 2(b). The base
station uses this same deallocation process whenever data
users must be preempted to accommodate real-time traffic
users.

After the slots have been deallocated, the base station de-
termines if there are any users waiting for additional slots
to be assigned. Real-time traffic users are considered first.
The backlog of such users is handled in a first come, first
served manner. If there are any resources remaining after
the real-time traffic users are satisfied, then data users may
be assigned. Data user assignments are made using the first
come, first served method. Any additional backlog remains
queued and is handled whenever additional slot reservations
are released. It should be clear thus far that DPRMA places
a higher priority on the timely delivery of real-time traffic
than on the delivery of data traffic. For real-time users, if
a packet is not transmitted within the guaranteed specifica-
tion, it is dropped. In this work, excessive transmission de-
lay is the only cause of packet dropping for real-time traffic.
Data traffic users suffer packet loss only when their buffers
overflow. All packets that are transmitted are assumed to
be received by the base station without transmission error.

4.2. Rate requests

In the DPRMA protocol, it is up to each user to attempt
to reserve the appropriate rate that ensures timely delivery
of traffic. For CBR traffic this is simply a matter of re-
serving the rate that is as close to the generation rate as
possible. At times it may be impossible to exactly match
the generation rate to the reservation rate due to bandwidth
quantization. Therefore, every so often, the user may have
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Figure 3. a) User queue length in relation to threshold levels. b) Resulting
rate request.

to increase or to decrease the reservation rate to avoid run-
ning out of packets or delaying transmission.

The rate selection method proposed here allows newly
generated packets to be queued in a buffer as they await
transmission. As the size of the queue grows, the user
increases its reservation request to avoid excessive trans-
mission delay or buffer overflow. If the queue length sub-
sequently decreases, the user then requests a lower reserva-
tion rate to avoid running out of packets. The buffer size
that corresponds to an increase or decrease is defined as a
threshold. The thresholds are set to produce a system with
hysteresis.

This threshold level protocol can also be adopted by
users with VBR traffic. These traffic types, however, can
have a large range of possible packet generation rates.
Therefore, a system with multiple threshold levels may be
required. An example of this rate request method with
multiple thresholds can be seen in figure 3.

For this example the user in question is allowed to spec-
ify one of three possible rates, R, 2R, and 4R. Initially the
user sets its request at R. When the user’s queue length first
crosses the LU1 threshold, the user doubles its rate request
to 2R. It can maintain this rate request until the queue length
crosses the LU2 threshold or the LD1 threshold. Crossing
LU2 causes the user to double its rate request to 4R, and
crossing LD1 causes the user to halve its rate request to R.

A more detailed discussion of the selection of appropri-
ate threshold levels appears in section 6.5.

5. Traffic types

5.1. Voice traffic

The voice traffic model used here is based on the work
done by Brady [15] and assesses that speech sources gen-
erate periods of talkspurts and gaps. By assuming that a
voice activity detector can be used to differentiate between

Figure 4. Two-state Markov model for voice.

principle talkspurts and principle gaps, voice traffic can be
characterized by the two-state Markov chain model dis-
played in figure 4. The system alternates between the ON
and OFF states, which correspond to the talkspurts and idle
periods of speech. In the ON state, voice packets are gener-
ated at a constant rate. No packets are generated in the OFF
state due to silence detection. Time spent in each state is
exponentially distributed with means α−1 for the OFF state
and β−1 for the ON state. A voice source would there-
fore require a reservation while in the ON state, but then
could release the reservation during the OFF state when no
packets are available for transmission. The effects of this
traffic model are addressed by Goodman in [2] in his study
of PRMA.

The ON-OFF voice traffic sources used in this study
are modeled with the parameter values α−1 = 1.35 s and
β−1 = 1.0 s [16]. Since voice cells must be delivered in
real time, there is a maximum transmission delay allowed;
any voice cell that has not been transmitted within 40 ms of
its time of generation will be discarded at the source. For
this study, the number of cells that are lost in this manner
must not exceed 1%.

5.2. Video conferencing traffic

The model used to describe video conferencing traffic is
based upon work done by Heyman et al. [17]. In this study
of actual video conferencing traffic, video frames (VF) were
found to be generated periodically and to contain a varying
number of cells in each video frame. The number of cells
per video frame was determined to be approximately char-
acterized by the negative binomial distribution. A Markov
chain model can be constructed that demonstrates the tran-
sition from one state to the next. The transition matrix is
calculated using the following equation:

P = ρaI + (1− ρa)Q, (4)

where I is the identity matrix, ρa is the autocorrelation
coefficient and each row of the Q matrix is composed of
the probabilities (f0, . . . , fK ,FK). The quantity fk has the
negative binomial distribution and represents the probability
that k cells are present in one video frame. The value
of K in the Q matrix represents the peak cell rate and
FK =

∑
k>K fk. The Markov chain for this model is

displayed in figure 5.
The statistics for video conferencing traffic that were

obtained in [17] resulted from coding a video sequence
with a modified version of the H.261 coding standard. The
results showed a peak cell generation rate of 220 cells/VF
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Figure 5. Markov model for video.

and an average cell generation rate of 104.8 cells/VF. A cell
size was 48 bytes, which is equivalent to the payload in an
ATM cell. New VF’s arrived every 40 ms with the cells
being generated at the peak rate of 220/0.04 = 5500 cells/s.

Video traffic, like voice, must be delivered within a cer-
tain time period. The maximum transmission delay for this
system is set to be 40 ms with packets being dropped when
this deadline is reached. The allowed packet dropping prob-
ability is set to 0.01%.

5.3. Data traffic

The data users in the system are modeled to generate
packets according to a Poisson process. The average gen-
eration rate, λ, is 94.34 packets per second (which corre-
sponds to the rate of 40 kbps). Since data traffic is generally
non real-time traffic, no packets are discarded due to ex-
cessive delay. However, a buffer of 10 kBytes is allocated
to each data user. Data packets are lost when this buffer
overflows. Data traffic cannot tolerate lost packets, and
therefore, essentially no data packets should be lost in this
manner.

6. Simulations and results

6.1. The transmission channel

In order to accommodate the traffic types described
above, we selected a channel with a capacity, C, of 9.045
Mbps. Propagation delays on this channel are neglected
in this study. The channel is divided into ATM-sized slots
of 53 bytes each. The 5 bytes of header are modified to
include all of the overhead associated with the MAC proto-
cols. This is a reasonable assumption since the Virtual Cir-
cuit Identifier and Virtual Path Identifier fields in an ATM
header are considerably longer than necessary to accommo-
date the number of active users that would be present in a
single wireless cell. Thus we assume no additional over-
head is necessary to implement the DPRMA scheme. The
frame size was selected so that a reservation of one slot in a
frame provides 35.333 kbps which accommodates 32 kbps

Table 1
Values of the basic system parameters.

Channel capacity (Mbps) C 9.045
Frame length (ms) T 12
Slots per frame N 256
Slot size (bytes) D 53
Average time spent in ON state for voice (s) β−1 1.0
Average time spent in OFF state for voice (s) α−1 1.35
Video frame length (ms) F 40
Peak cell generation rate for video (cells/VF) 220
Average arrival rate for data (cells/s) λ 94.34
Max allowed transmission delay for voice (ms) Dv 40
Max allowed transmission delay for video (ms) Dvc 40
Max transmission buffer size for data (kBytes) B 10
Max allowed cell dropping probability for voice Pdropv 10−2

Max allowed cell dropping probability for video Pdropvc 10−4

Max allowed cell dropping probability for data Pdropd 0.0

of payload. This is exactly the bit rate for voice traffic.
Thus, a voice user requires a reservation of one slot per
frame. In order to accomplish this, the channel is divided
into frames consisting of 256 slots. The frame length, T , is
12 ms. The system parameters are summarized in table 1.

6.2. PRMA∗

Since the protocol we have based our design on is Packet
Reservation Multiple Access, it is desirable to compare the
performance of our protocol to that of the pure PRMA.
Since PRMA cannot accommodate the multimedia traffic
that we will be simulating, we have made some simple
modifications to the protocol to make it more suitable for
use in a multimedia network. We will refer to this modified
PRMA protocol as PRMA∗.

PRMA∗ is adapted to accept VBR users by allowing a
user to reserve multiple slots in each frame. The user must
monitor both the number of slots it needs and the number
of slots it currently has reserved. The users must contend
for each slot individually, and there is no communication
between the mobile and the base station about the user’s
reservation requirements. Each time the user successfully
contends for and gains a slot reservation, it is allocated
the same slot in subsequent frames. In addition, the user
continues to maintain a reservation in all the slots it had
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reserved in previous frames. A user decreases the number
of slots it has reserved, by leaving the appropriate number
of slots empty. An empty slot does not indicate that the
user’s entire reservation is being released, but only that
a single slot is being given up. When the user needs to
release all of its reservation, all slots must be left empty by
that user.

This modified PRMA protocol requires that the mobiles
determine their own reservation requirements. Therefore,
it is assumed that the PRMA∗ users assess their rate re-
quirements using the same threshold level method that was
presented in section 4.2. The PRMA* users will be allowed
to attempt to obtain reservations for the bit rate intervals
specified in equation (1). During rate increases, the user
will contend until it has successfully reserved the appropri-
ate number of slots. When a decrease is required, the user
will cease transmission until the appropriate number of its
reserved slots have been released.

The PRMA∗ protocol differs from DPRMA in several
important ways. In PRMA*, the base station has no control
over the reservation of slots. Therefore, no priority can be
given to different traffic types. In addition, the PRMA∗

system does not allow data users to make reservations and
all other users must contend for multiple slot reservations.
All DPRMA users, however, are able to adjust reserva-
tions by submitting rate requests to the base station in a
contention-free manner.

In this paper, we evaluate the performance of the
DPRMA protocol and present a comparison with the
PRMA∗ protocol. We emphasize that the comparison with
the PRMA∗, by itself, is not of primary importance. Rather,
such a comparison allows us to understand the effects
of some DPRMA-specific features on the performance of
MAC schemes. Thus, the PRMA∗ simulation serves as
a “control” scheme to gain insight into the effects of the
DPRMA features.

6.3. Performance comparison

6.3.1. Voice/video system
In both the PRMA∗ and the DPRMA systems the video

conferencing users control their rate requests using multiple
threshold levels. The thresholds used for this simulation
and their associated rates are indicated in table 2. These
thresholds are set up such that in the DPRMA system there
is a very low probability that a video conferencing user’s
queue will empty and the user will later need to reacquire
a reservation. More details about the selection of threshold
levels appear in section 6.5.

Since DPRMA video users rarely lose their reservations,
the principle time that video users will contend for access
to the system is when a new connection is requested. For
this study, video users obtained reservations prior to the
beginning of the simulation and were active for its entire
duration. Therefore, the transmission probability for video
users, Ptvc, did not have a significant impact on the per-

Table 2
Threshold levels for video conferencing sources.

Queue length Transition from Transition to

6 70.667 kbps 141.333 kbps
11 141.333 kbps 282.667 kbps
16 282.667 kbps 565.333 kbps
21 565.333 kbps 1.131 Mbps
26 1.131 Mbps 2.261 Mbps
31 2.261 Mbps 4.523 Mbps
26 4.523 Mbps 2.261 Mbps
21 2.261 Mbps 1.131 Mbps
16 1.131 Mbps 565.333 kbps
11 565.333 kbps 282.667 kbps

6 282.667 kbps 141.333 kbps
1 141.333 kbps 70.667 kbps

formance of the overall system. For this reason, in the
DPRMA simulation Ptvc was arbitrarily set to 0.3.

Unlike the video conferencing users, the performance of
the voice users is affected by the value of the transmission
probability, Ptv. If this value is too low or too high, the
users may suffer excessive delay and consequently may
be forced to discard an unacceptable number of packets.
The objective here is to determine the value for Ptv that
will allow the most voice users access to the system while
maintaining QOS guarantees.

The number of voice users that can be permitted in the
system, Nv, is dependent on the number of video users
that have been admitted, Nvc. Therefore, the system per-
formance was analyzed with 0 to 5 video conferencing users
present. For each case, the maximum number of voice users
permitted in the system was determined for a range of Ptv

values.
The PRMA∗ protocol was simulated using the same

DPRMA system parameters as specified in tables 1 and 2.
Unlike DPRMA, however, it was found that the value se-
lected for Ptvc has a significant impact on the operation of
the PRMA∗ system. This behavior is expected since the
video conferencing users in PRMA∗ must contend for new
slots every time they need to increase their transmission
rates. DPRMA eliminates this contention altogether. For
PRMA∗ we found that for the set of parameters used, the
best performance results when Ptvc = 0.3.

The comparisons of the DPRMA results and the PRMA∗

results are depicted in figures 6 and 7. These results were
obtained by running each protocol for 400 simulated sec-
onds. In figure 6, the maximum number of voice users
allowed in the system is plotted as a function of Ptv. From
this figure it is clear that the advantage of implementing
DRPMA comes when more and more video conferencing
users are introduced. The DPRMA protocol outperforms
PRMA∗ by allowing more voice users access to the sys-
tem resources. PRMA∗ reaches a performance limit with
4 video users and about 95 voice users. DPRMA, on the
other hand, can accommodate up to 5 video users and still
about 70 voice users.

The reason for the inferior performance of the PRMA∗

system can be seen clearly in figure 7. This figure shows
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Figure 6. Maximum number of voice users vs. Ptv, Pvdrop = 0.01,
Pvcdrop = 0.0001, and Ptvc = 0.3.

Figure 7. Fraction of slots wasted vs. Ptv, Pvdrop = 0.01, Pvcdrop =
0.0001, and Ptvc = 0.3.

the fraction of slots that are wasted in the system. This
waste is caused by two mechanisms: slots that are left
empty because a user has no more packets to transmit and
slots in which the transmissions of contending users collide.
These results were also obtained in conjunction with those
in figure 6. Consequently, they indicate the fraction of slots
wasted when the system is operating at full capacity. In the
PRMA∗ protocol, a slot is left empty each time the user
wishes to reserve one fewer slot. Therefore, each time rate
requirements decrease, the user could leave multiple slots
empty within the frame. Users in the DPRMA system,
on the other hand, provide the base station with this rate
information in advance. This allows the base station to
reallocate the unneeded slots to other users or to declare
that they are available for access by new users. The only
time slots are left empty is when the user actually runs out
of packets to transmit. Figure 7 indicates that many slots are
wasted in the PRMA∗ system due to the two mechanisms.

In fact, up to 22% are lost when 4 video users are present.
DPRMA proves to be a much more efficient protocol with
only up to 1.5% of the slots wasted.

Now that the improved performance that DPRMA offers
over PRMA∗ has been demonstrated for the voice and video
example we use the results shown in figure 6 to determine
an appropriate value for Ptv. We choose a value of 0.05
for future simulations, since this value on average allows
the greatest number of voice users to be admitted into the
system. It also avoids operating a system with multiple
equilibrium points, a common characteristic of ALOHA-
based systems [18]. This undesirable situation appears to
result in our system when Ptv > 0.06.

More details about the performance of the PRMA∗ and
DPRMA protocols in a voice and video system appear
in [19].

6.3.2. Introduction of data users
When data users are introduced, several new parame-

ters must first be evaluated in order to optimize system
performance. For the DPRMA system, the parameters in
question are transmission probability of data users, Ptd, and
the threshold level pairs. A simple queueing analysis pre-
sented in section 6.5 demonstrates that a single threshold
level pair provides very good performance for this traffic
type. The threshold levels used for this study are LU = 30
and LD = 10, and the allowable transmission rates that
are associated with these levels are c2 = 70.667 kbps and
c1 = 35.333 kbps. The levels are selected such that the
data users lose their reservations very infrequently. The
selection of Ptd is then simplified. It was found that in
a data-only system nearly identical performance resulted
when 0.006 < Ptd < 0.1. Since data users are given the
lowest priority in this study, we choose the lowest value
for Ptv in the range specified above, Ptv = 0.007. Thus, an
individual data user is the least likely to transmit a packet
in any empty slot.

In the PRMA∗ system, data users are unable to obtain
reservations. They simply attempt transmission whenever a
packet arrives, and therefore there is no need to implement
threshold levels. The only parameter then that needs op-
timization is Ptd. This parameter was varied over a range
of values in a voice/data and video/data system. Optimal
results varied depending on the number of voice or video
users present. However in all cases, reasonably good re-
sults were obtained with Ptd = 0.02. This value is lower
than Ptv and Ptvc in the PRMA∗ system, and therefore the
data users are given lowest priority.

A combined voice, video and data system was simulated
for both the PRMA∗ and DPRMA protocols to determine
the maximum capacity that each system is capable of sup-
porting. Several series of simulations were run in which the
number of voice users was fixed at 0, 50, and 100 users. In
each case, the number of video conferencing users was var-
ied from 0 to 5 and the maximum number of data users that
could be supported by the system was determined. Results
of this study can be seen in figure 8. In each case, DPRMA
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Figure 8. Maximum number of data users permitted vs. number of video
conferencing users present. Ptd = 0.02 for PRMA∗ and Ptd = 0.007 for

DPRMA.

can admit significantly more users into the system than can
PRMA∗. The number of data users allowed differs by over
70 users in all cases. The limitation of the PRMA∗ system
lies in the increased amount of contention that each user
introduces. For video and data users, this contribution is
quite significant. Data users add to the contention because
they are not permitted to obtain reservations. Video users
also increase contention because they frequently are chang-
ing their slot reservations. In DPRMA, both of these user
types maintain reservations for a significant portion of the
simulation time introducing almost no contention into the
system.

6.4. Voice only system

So far we have only considered a system where the
packet generation rate for voice users is exactly equal to
the transmission rate corresponding to one slot in every
frame. This situation is not always a realistic one. We con-
sider a situation where a user needs more than one but less
than two slots per frame in order to match generation rate
to transmission rate. A simulation was run for 400 seconds
of simulation time, in a system that had only voice users
present. The channel capacity (9.045 Mbps) and the bit rate
of the voice users (32 kbps) from the previous system were
maintained. For this simulation, however, the channel was
divided into frames of 320 time slots. This made the frame
length 15 ms.

With this information, we use equation (1) to se-
lect transmission rates of c0 = 28.267 kbps and c1 =
56.533 kbps. These two rates straddle the packet gener-
ation rate, and they correspond to reserving one or two
slots in every frame. Since the transmission rate required
by the users would only take on two possible values, only
one threshold level pair is required. Several combinations
of threshold levels were tested to determine which would
permit the greatest number of users to access the system.

Figure 9. Maximum number of users vs. of Ptv.

The best results for PRMA∗ were LU = 3 and LD = 0 and
for DPRMA were LU = 3 and LD = 1. These were the
values used for this simulation study.

The results of the simulations can be observed in fig-
ure 9. The maximum number of users permitted with
PRMA∗ is only 225 compared to 563 permitted with
DPRMA. This same system was simulated using the stan-
dard PRMA protocol but this resulted in an unacceptable
packet dropping probability of over 18%. Clearly both
PRMA and PRMA∗ are not well suited for use with CBR
traffic sources whose packet generation rate is not an inte-
ger multiple of the transmission rate of one slot per frame.
DPRMA, on the other hand, provides very good results for
this case.

6.5. Threshold levels

One set of system parameters that directly affects the
performance of the DPRMA protocol is the transmission
queue threshold levels that the mobiles use to update their
rate requests. It is important to select these levels so that
good system performance can be achieved. The appropri-
ate choices for thresholds may actually be very difficult to
determine if the statistics of the generated traffic cannot be
well specified. In these cases, a reasonable estimation of
the required threshold levels will have to be implemented.
If, however, the traffic characteristics for a given traffic type
are well understood, it may be possible to select the levels
that will produce near-optimal system performance.

6.5.1. Voice traffic
A simple example of a traffic type, whose behavior is

known is the voice traffic model used in this study. For
the system in section 6.4 the packet generation rate of the
voice users cannot be exactly matched by the transmission
rate. Therefore, each user will have to update its reservation
request occasionally to ensure that packets are transmitted
in a timely fashion. In order to do this, we choose two
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Figure 10. Queueing analysis of data traffic.

rates at which these users can transmit: one just below the
packet generation rate and one just above it.

Users with new bursts of information to transmit will
initially submit a request of c0. The system must be set up,
however, such that the increase to c1 occurs before packets
become too old. (Recall that packets are considered too old
after 40 ms.) When the user is transmitting at the rate c0,
successive packets are sent 15 ms apart. Therefore, when
the queue reaches three packets the worst case delay for
the third packet will be just under 3× 15 = 45 ms. This is
greater than the maximum allowable delay. Thus, to ensure
timely delivery of all packets, an increased rate request must
be submitted when the queue length grows to 3.

The selection of the lower threshold is more involved.
This value should be selected to minimize the probability
that the queue level falls to zero and a reservation is lost.
In addition, it should be chosen so that the lower threshold
is spaced as far from the upper threshold as possible. This
reduces the number of times a user will have to submit new
rate requests, and the base station will have to reallocate the
slots. The smallest threshold level possible is 1. Choosing
this value for the lower threshold gives us the maximum
distance between our threshold levels and it ensures that
reservations are never lost. This second point results from
the fact that voice packets are generated at regular intervals,
and for this particular system, if a voice user’s queue length
has fallen to 1, it will always be able to generate a new
packet before the next reserved slot arrives.

The choice of the threshold level pair, 1 and 3, proves
to be the optimal one for this system and this traffic type.
This was tested via simulation by selecting different thresh-
old levels and comparing the performance results. In this
situation, this threshold level pair outperformed all other
combinations. The explanation provided in this section fur-
ther justifies the selection of these values.

6.6. Data traffic

The data users modeled in this study generate VBR traf-
fic. Since packets arrive according to a Poisson process,
over a small time interval the arrival rate may span an
unlimited range of values. This could indicate that multi-
ple threshold level pairs are required. However, since data
traffic is not time dependent, its packets can suffer a larger
amount of delay than that of real-time users. Therefore,

the subsequent queueing analysis will demonstrate that one
threshold level pair is adequate to maintain QOS require-
ments.

The Poisson arrival process allows us to approximate the
queueing behaviour of the data user’s transmission queue
using a Markov chain. For simplicity, we assume that data
users obtain reservations whenever they are needed, that
all rate increases can be handled immediately, and no data
users are ever preempted in favor of real-time traffic users.
An example of the Markov chain is depicted in figure 10. In
this example, only one threshold level pair is implemented.
The Ld state in this example represents the lower thresh-
old, the Lu state the upper threshold, and the M state the
maximum number of packets permitted in the queue. The
following global balance equations correspond to this fig-
ure:

Πi = ρiΠ0, 0 6 i 6 Lu,
µΠi + 2µΠi′ = λΠi−1, i = Ld + 1,
µΠi + 2µΠi′ = λΠi−1 + λΠi−1′ ,
Ld + 1 < i < Lu,

2µΠi = λΠi−1 + λΠi−1′ , i = Lu,
Πi = ρ

2 Πi−1, Lu < i 6M ,

(5)

where Πi is the probability of being in state i and ρ = λ/µ.
With knowledge of Ld, Lu, and M , the above equations
can be solved to determine the system’s steady state proba-
bilities. In particular, we are interested in Π0 and ΠM since
these will tell us much about the performance of the sys-
tem. If Π0 is high, that indicates that the queue is emptying
very often. Whenever the queue length falls to zero, there
is the possibility that a reservation will be lost, slots will
be wasted, and more users on average will be contending
for empty slots. Therefore Π0 should be small. Likewise,
if ΠM is too high, then many of the new packets arriving
into the system find the transmission queue full. When this
happens, data packets are lost. An additional consideration
is the maximum queueing delay, dmax, that packets will suf-
fer in the system. This maximum delay is dependent on the
threshold levels and is determined by

dmax = max

[
(Lu − 1)Db

ck
,

(
(M − Ld)Db

ck+1
+
LdDb

ck

)]
, (6)

where D is the number of bytes is an ATM packet (53),
b is the number of bits per byte (8), and ck is the lowest
rate at which the user may request to transmit. Although
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data traffic is not time dependent, the delay suffered by data
packets should be kept within certain limits whenever pos-
sible. The end users of the system are generally unwilling
to wait for an extensive amount of time for data traffic to
be transmitted.

In order to select the appropriate threshold levels for
the data users, Π0, ΠM , and dmax were calculated for all
possible combinations of Ld and Lu, where 2 < Lu <
Lmax
u , 1 6 Ld < Lu, and Lmax

u is the largest possible value
for the upper threshold level. Since the maximum buffer
size, B, used in the simulations is 10 kBytes, this value is

Lmax
u = b(B/D)c. (7)

Solving this equation results in Lmax
u = 188. The selected

threshold levels had to meet the following requirements:
Π0 < 10−2 and ΠM < 10−8 and dmax < 1.25 seconds.
The following threshold level pair met all three criteria:
Ld = 10 and Lu = 30. This pair was implemented for the
data users and was found to produce very good results in
the simulations that were conducted in this study.

6.6.1. Multiple threshold level pairs
The selection of appropriate threshold levels for the

video conferencing users is more complicated than was the
case for the voice or data users. The wide variation in the
number of cells that can be generated in one video frame
indicates that multiple threshold levels are required for op-
timal performance. For this study, the exact behavior of the
video conferencing traffic is quantifiable, and this knowl-
edge is used to aid in the selection of threshold levels.

The information that is required for the threshold level
selection process is the peak bit rate and the minimum bit
rate of the traffic type. For the video conferencing traffic
used in this study, the peak bit rate is 2.332 Mbps and the
minimum bit rate is 0 kbps. These two figures correspond
to packet generation rates of 220 cells and 0 cells per video
frame, respectively. The model of the video conferencing
traffic, however, allows us to determine that the probability
that fewer than 7 packets are generated in one cell is

6∑
k=1

fk = 1.696× 10−9. (8)

Since these events occur with such a small probability, we
neglect them when choosing the threshold levels for this
system. The new minimum bit rate that we use to de-
termine threshold levels for this traffic type is 7Db/F =
7 × 53× 8/0.04 = 74.2 kbps. The minimum rate request
then becomes c1 = 70.667 kbps and the maximum request
is c7 = 4.523 Mbps.

Since we are dealing with 7 pairs of threshold levels,
c1 through c7, the determination of appropriate values be-
comes very involved. In order to simplify the level selec-
tion process we specify that LUj = LD(j+1) for all thresh-
olds and LD1 = 1. The latter choice was made because
selecting 1 for LD1 allows the threshold levels to be spread
out over a wider range of values. This should decrease the

Figure 11. Percentage of packets lost vs. Dt.

number of changes in rate requests that must be submitted.
The selection of correct levels is then simply a function of
the maximum allowable packet delay, Dvc, and the other
threshold levels. Each threshold level is selected to en-
sure that Dvc is not exceeded. This is done through the
following equation:

LUj =


Dt−

∑j−1
i=1 T (LDi−LD(i−1))/2i

T/2j + LD(j−1),

1 6 j 6 7,

0, otherwise,

(9)

where LUj is rounded to the nearest integer and initially
Dt = Dvc. One scenario that this equation does not ac-
count for is the amount of time that it takes the DPRMA
protocol to accommodate an increased reservation request.
If this time interval is substantial, setting Dt = Dvc in
equation (9) does not guarantee that Dvc is not exceeded.
In addition we would like to determine if there are other
factors which affect the performance of the system and im-
pact the selection of threshold levels. This would imply
that Dt in equation (9) is a function of several variables,
including Dvc and the reallocation delay, Dr.

We have investigated the effects of different threshold
levels by simulating the DPRMA system with only video
conferencing users present. In these simulations, the values
of Dvc and Dt were varied. The corresponding threshold
levels for each value of Dt were calculated using equa-
tion (9). For each repetition, 6 video conferencing users
were active in the system for 400 simulated seconds. The
traffic generated by these users was identical for all simula-
tions thereby producing the same traffic load in each case.
The results of this study are presented in figure 11.

These results show an interesting system behavior for
this traffic type. In all cases, the optimal system perfor-
mance results when Dt is set to 36 ms. For values of Dt

less than 36 ms, the threshold levels are set at values that are
too low to prevent the frequent loss of reservations. These
reservation losses result in increased packet loss and de-
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creased system performance. When Dt rises above 36 ms,
the threshold levels continue to cause the number of lost
reservations to go steadily down to zero. However, as is
explained in the following, other effects come into play that
prevent the percentage of packet loss from decreasing any
further.

One of the effects is the actual reallocation delay. Since
this delay can cause packets to be queued longer than the
maximum value that the threshold levels are designed for,
additional packet loss will result. However, since the traffic
load for all simulations is identical, the reallocation delay
should stay fairly constant throughout the study. This would
indicate that we expect the optimal value of Dt to shift for
different values of Dvc. Since this is not the result we
observe, we conclude that Dr is not the only factor that
we should be concerned with when selecting appropriate
threshold levels.

Closer consideration of the traffic type we are simu-
lating produces some insight as to why the optimal Dt

remains constant for different values of Dvc. The video
conferencing traffic simulated in this study begins generat-
ing video frames every 40 ms, with each frame containing
between 0 to 220 packets. When Dt is set close to this
40 ms value, the protocol attempts to transmit the majority
of the new packets before the next video frame arrives. It
does this by emptying the transmission queue fairly quickly
and then decreasing its rate request to a lower value until
more packets arrive. In doing so, the user’s packet trans-
mission behavior is very closely tracking the packet gen-
eration behavior. The main difference is that the packet
transmission rate ideally never falls to zero. Thus, the rate
reservation is maintained and reasonably good results are
expected.

When the threshold levels are set up for larger values
of Dt a different behavior emerges. In this case, the user
does not attempt to transmit each video frame before the
next one arrives. The transmission of the frames are al-
lowed to be spread out over a period of two or three video
frames. Thus the user’s packet transmission behavior is no
longer closely matched to its generation behavior. This al-
lows the maximum transmission delay to be exceeded, and
an increase in packet loss results. This is easily seen in
figure 11 for values of Dt > 36 ms.

The results obtained here indicate that the optimal Dt

value is actually a function of the video frame length and the
reallocation delay. Since the reallocation delay is dependent
on system load, an estimated delay should be selected that
closely matches Dr in a heavily loaded system. This will
anticipate the worst case performance of the system. The
results in figure 11 indicate

Dr ≈ 0.1F (10)

for a system under heavy load, where F is the time between
video frames. Therefore the optimal value for Dt is

D∗t ≈ F −Dr ≈ 0.9F. (11)

The results shown in these simulations indicate that the
selection of appropriate threshold levels is very much de-
pendent on the traffic type. For other video traffic types,
equation (11) can be applied if the traffic generates pe-
riodic video frames. Other traffic types with much dif-
ferent behaviors will have to be investigated further be-
fore appropriate threshold level selection can be imple-
mented.

7. Conclusion

The results shown in this study demonstrate that the
DPRMA protocol is well-suited for use in a multimedia
wireless network. The protocol is capable of simultane-
ously providing QOS guarantees to multiple users and to
multiple traffic types. In addition, it has been shown to
offer improved performance over the PRMA∗ protocol. In
a voice-only system with users requiring a one slot per
frame reservation, the two protocols exhibit a similar per-
formance. When the system is changed such that users
require more than one slot per frame, the DPRMA protocol
provides significantly improved performance over PRMA∗.
Our result demonstrates the flexibility of the DPRMA pro-
tocol for different and differing traffic type characteris-
tics.

The performance improvement that DPRMA offers can
be seen particularly in one of the systems studied here that
has a combination of different user types present. In the
voice and video system, the DPRMA protocol was shown
to be capable of admitting as many as 70% more voice
users than could the PRMA∗ protocol. In the combined
voice, video, and data system, the disparity was even more
pronounced, with DPRMA admitting up to 200% more
data users into the system than did PRMA∗. Much of
the improvement of the DPRMA protocol, as compared
with the PRMA∗, comes from the following two DPRMA
features: (1) the ability to adjust the reservation with min-
imum overhead, while minimizing the probability of los-
ing the reservation altogether and (2) the priority mech-
anism in assigning capacity to different user types. The
first feature is mostly the result of the multi-threshold con-
trol algorithm, a design procedure which was presented
here.
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