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Abstract

Ad hoc networks are a new wireless networking paradigm for mobile hosts. Unlike
traditional mobile wireless networks, ad hoc networks do nat rely on any fixed
infrastructure, Instead, hosts rely on each other fo keep the network connected. Mil-
itary lactical and other security-sensitive operations are still the main applications
of ad hoc networks, although there is a trend to adopt ad hoc networks for com-
mercial uses due fo their unique properties, One main challenge in the design of
these networks is their vulnerability 1o security affacks. In this arlicle, we study the
threats an ad hoc network faces and the security goals to be achieved. We idenfi-
fy the new challenges and opportunities posed by this new networking environment
and explore new approaches to secure its communication. In particular, we take
advantage of the inherent redundancy in ad hoc networks — multiple routes

between nodes — to defend routing og?]uinst denial-ofservice aliacks. We also use

replication and new cryptographic schemes, such as threshold crypio%raphy, to

build a hi?hly secure and highly available key management service, w

the core of our security framework.

ich forms

d hoc networks arc a new paradigm of wireless
communication for mobile hosts (which we call
nodes), In an ad hoc network, there is no fixed
/ 5 infrastructure such as basc stations or mobile
switching centers. Mobile nodes within cach other’s radio range
communicatc directly via wircless links, while thosc that are far
apart rely on other nodes to relay messages as routers. Node
mobility in an ad hoc nelwork causes frequent changes of net-
work topology. Figure 1 shows an example: initially, nodes A
and D have a direct link between them. When D moves out of
A’s radio range, the link is broken. However, the neiwork is
still connected, because A can reach D through C, B, and F.
Military tactical operations are still the main application of
ad hoe networks today. For cxample, military units (c.g., sol-
dicrs, tanks, or planes), cquipped with wircless communica-
tion devices, could form an ad hoc network when they roam
in a battleficld. Ad hoc networks can also be used for emer-
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gency, law enforcement, and rescue missions. Since an ad hoc
nefwork can be deployed rapidly with relatively low cost, it
becomes an attractive option for commercial uses such as sen-
sor networks or virtual classrooms.

Security Goals

Sceurity is an important {ssue for ad hoc networks, especially
for security-sensitive applications. To secure an ad hoc net-
work, we consider the following attributes: availability, confi-
dentiality, integrity, authentication, and nonrepudiation.

Availability ensurcs the survivability ol network services
despite denial-of-service attacks. A denial-of-service attack
could be launched at any layer of an ad hoc network. On the
physical and media access control layers, an adversary could
cmploy jamming to interferc with communication on physical
channels. On the network layer, an adversary could disrupt
the routing protocol and disconncet the network. On the high-
cr layers, an adversary could bring down high-level services.
One such target is the key management service, an cssential
service for any sccurity framework.

Confidentiality cnsures that certain information is never dis-
closed to unauthorized entitics, Network transmission of sen-
sitive information, such as strategic or tactical military
information, requires confidentiality. Leakage of such infor-
mation to enemies could have devastating consequences.
Routing information must also remain confidential in certain
cases because the information might be valuable for enemics
to identify and locate their targets in a battieficld.

Integrity guarantecs that a message being transferred is never
corrupted. A message could be corrupted because of benign
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failures, such as radio propagation impairment, or
because of malicious attacks on the network,
Authentication enables a node to ensure the
identity of the peer node with which it is communi-
cating. Without authentication, an adversary could
masquerade as a node, thus gaining unauthorized
access to resource and scnsitive information and
intcrfering with the operation of other nodes.
Finally, nonrepudiation ensures that the origin of
a message cannot deny having sent the message.
Nonrepudiation is useful for detection and isola-
tion of compromised nodes. When node A receives
an crroncous message from node B, nonrepudia-
tion allows A to accuse B using this message and to
convince other nodes that B is corapromised.
There arc other security goals (c.g., authoriza-
tion) that arc of concern to certain applications,
but we will not pursue these issues in this article.

Challenges

The salient features ot ad hoe networks posc both challenges
and opportunitics in achieving these security goals.

First, use of wireless links renders an ad hoc network sus-
ceptible to link attacks ranging from passive eavesdropping to
active impersonation, message replay, and message distortion,
Eavesdropping might give an adversary access to secret infor-
mation, violating confidentiality. Active attacks might allow the
adversary to delctc messages, to inject erroneous messages, to
modify messages, and to impersonate a node, thus violating
availability, integrity, authentication, and nonrepudiation.

Second, nodes roaming in a hostile environment (e.g., a
battlefield), with relatively poor physical protection, have non-
negligible probability of being compromised. Therefore, we
should not only consider malicious attacks from outside a not-
work, but also take into account the attacks launched from
within the nctwork by compromised nodes. Therefore, to
achicve high survivability, ad hoc networks should have a dis-
tributed architecture with no central entitics, Introducing any
central entily into our security solution could lcad to signifi-
cant vulnerability; that is, if this centralized entity is compro-
mised, the entire network is subverted.

Third, an ad hoc network is dynamic because of frequent
changes in both its topology and its membership (i.e., nodes
frequently join and leave the network). Trust relationships
among nodes also change, for cxample, when certain nodes
arc detccted as being compromised. Unlike other wireless
mobile networks, such as mobile [P [1-3], nodes in an ad hoc
network may dynamically become affiliated with administra-
tive domains. Any security solution with a static configuration
would not suffice, It is desirable for our sccurity mechanisms
to adapt on the fly to these changes.

Finally, an ad hoc nctwork may consist of hundreds or even
thousands of nodes. Sceurity mechanisms should be scalable
to handle such a large network.

Scope and Roadmap

Traditional sceurity mechanisms, such as authentication pro-
tocols, digital signature, and cneryption, stilt play important
roles in achicving cenfidentiality, integrity, authentication, and
nonrcpudiation of communication in ad hoc networks, How-
ever, these mechanisms are not sufficient by themsclves,

We iurther rely on the following two principles. First, we
take advantage of redundancies in the network topology (i.e.,
multiple routes between nodes) to achieve availability. The
sccond prineiple is distribution of rrust. Although no single
node is trustworthy in an ad hoe network because of low phys-
ical security and availability, we can distribute trusi to an

W Figure 1. Topology changes in ad hoc networks. Nodes A, B, C, D, E, and
I constitite an ad hoc network. The circle represents the radio range of
node A. The network intially has the topology in a). When node D moves
out of the radio range of A, the network topology changes to that in b),
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aggregation of nodes. Assuming that any ¢ + 1 nodes are
unlikely to all be compromised, consensus of at least ¢ + 1
nodes is irustworthy.

In this article, we will not address denial-of-service attacks
toward the physical and data link layers. Certain physical layer
countermeasures such as spread spectrum have been exten-
sively studied [4-8]. However, we do focus on how to defend
against denial-of-service attacks toward routing protocols in
the following scetion.

All key-based cryptographic schemes (e.g., digital signature)
demand a key management service, which is responsible for
keeping track of bindings between keys and nodes, and assist-
ing the establishment of mutual trust and sccure communica-
tion between nodes. We will focus our discussion later on how
to establish such a key management service that is appropriate
for ad hoc networks. We then present related work and con-
clude in the last section.

Secure Routing

To achieve availability, routing protocels should be robust
against both dynamically changing topology and malicious
attacks, Routing protocols proposed for ad hoe networks cope
well with the dynamically changing topology [9-16]. However,
nonc of them, to our knowledge, have accommodated mecha-
nisms to defend against malicious attacks. Routing protocols
for ad hoc networks are still under active rescarch, There is
no single standard routing protocol. Therefore, we aim to cap-
ture the common sccurity threats and provide guidelines to
secure routing protocols.

1n most routing protocols, routers exchange information on
the topology of the network in order to establish routes
between nodes, Such information could become a target for
malicious adversaries who intend to bring the network down.

There are two sources of threats to routing protocols. The
first comes from cxternal attackers. By injecting crroncous
routing information, replaying old routing information, or dis-
torting routing information, an attacket could successfully par-
tition a network or introduce excessive traffic load into the
network by causing retransmission and inefficient routing.

The second and more scvere kind of threat comes from com-
promised nodes, which might advertisc incorreet routing infor-
mation to other nodes. Detection of such incorrect information
is difficult: merely requiring routing information to be signed by
each node would not work, because compromiscd nodes are
able to generate valid signatures using their private keys.

To defend against the first kind of threat, nodes can protect
routing information in the same way as they protect data traf-
fic, that is, through the use of cryptographic schemes such as
digital signaturc. However, this defense is ineffective against
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B Figure 2. The configuration of a key management service. The
key management service consists of nservers. The service, as a
whole, has a public/private pair Kik. The public key K is known
to all nodes in the network, whereas the private key k is divided
into 1 shares sy, 8o, ..., Sy, one share for each server, Fuch server
i also has a public/private key pair Ki'k,, and knows the public
keys of all nodes.

attacks from compromiscd servers. Worse yet, as we have
argucd, we cannol neglect the possibility of nodes being com-
promised in an ad hoc network. Detection of compromised
nodcs through routing information is also difficult in an ad
hoe network becausc of its dynamically changing topology:
when a picec of routing information is found invalid, the
information could be gencrated by a compromised node, or it
could have become invalid as a result of topology changes. It
is difficult to distinguish between the two cases.

On the other hand, we can exploit certain propertics of ad
hoc networks to achieve secure routing. Note that routing
protocols for ad hoc networks must handle outdated routing
information to accommodatc the dynamically changing
topology. False routing information generated by compro-
mised nodes could, to some extent, be considered outdated
information. As long as there are sufficiently many correct
nodes, the routing protocol should be able to find routes
that go around these compromised nedes. Such capability of
the routing protocols usually relies on the inherent redun-
dancies — multiple, possibly disjoint, routes between nodes
— in ad hoc networks. If routing protocols can discover mul-
tiple routes (e.g., protocols in ZRP [14], DSR [10], TORA
[12], and AOI}V [16] ail can achicve this), nodes can switch
to an alternative roeute when the primary route appears to
have failed.

Diversity coding [17] takes advantage of multiple paths in an
efficicnt way without message retransmission. The basic idea
is to transmit redundant information through additional
routes for error detection and correction. For example, if
there are r disjoint routes between two nodcs, we can use n —
rchannels to transmit data and use the other r channels to
transmit redundant information. Even if certain routes are
compromised, the recciver may still be able to validate mes-
sages and recover them from errors using the redundant
information from the additional r channels.

Key Management Service

We employ cryptographic schomes, such as digital signatures,
to protect both routing information and data traffic. Usc of
such schemes usually requires a key management service,

We adopt a public key infrastructure because of its superi-
ority in distributing keys, and achicving integrity and nonrepu-
diation. Efficient secrct key schemes are usced to secure
further communication after nodes authenticate cach other
and establish a shared secret session key.

In a public key infrastructure, each node has a public/pri-
vate key pair. Public keys can be distributed to other nodes,
while private keys should be kept confidential to individual
nodes. There is a trusted entity called a certification authority

(CA) [18-20] for key management. The CA has a public/pri-
vate key pair, with its public key known to every node, and
signs certificates binding public keys to nodes.

The trusted CA has to stay online to reflect the current
bindings, becausc the bindings could change over time: a pub-
lic key should be revoked if the owner node is no longer trost-
ed or is out of the network; a nodc may refresh its key pair
periodically to reduce the chance of a successful brute force
attack on its private key.

It is problematic to establish a key management service
using a singfe CA in ad hoc networks. The CA, responsible
for the security of the entire network, is a vulnerable point of
the network: if the CA is unavailable, nodes cannot get the
current public keys of other nodes or establish secure commu-
nication with others. If the CA is compromised and leaks its
private key Lo an adversary, the adversary can then sign any
crroneous cettificate using this private key to impersonate any
node or to revoke any certificate.

A standard approach to improve availability of a scrvice is
replication, but a naive replication of the CA makes the service
more vulnerable: compromisc of any single replica, which possess-
es the scrvice private key, could lead to collapse of the entite sys-
tem. To solve this problem we distribute trust to a sct of nodes by
letting these nodes share the key management responsibility.

The System Model

Our key management service is applicable to an asynchronous

ad hoc network; that is, a network with no bound on message

delivery and processing times, We also assume that the under-

lying nctwork layer provides reliable links.! The service, as a

whole, has a public/private key pair. All nodes in the system

knew the public key of the service and trust any certificates
signed using the corresponding private key. Nodes, as clients,
can submit guery requests to get other ciients’ public keys or
submit update requests to change their own public keys.

Internally, our key management service, with an (s, £ + 1)
configuration (x> 3¢ + 1), consists of » special nodes, which we
call servers, present within an ad hoc network. Each server also
has its own key pair and stores the public keys of all the nodes
in the network. In particular, each server knows the public keys
of other servers, Thus, servers can establish secure links among
them. We assume that the adversary can compromise up to ¢
servers in any period of time of a certain duration.2

If a server is compromised, the adversary has access to all
the secret information stored on the server. A compromised
server might be unavailable or exhibit Byzantine behavior

(i.c., it can deviate arbitrarily from its protocols), We also

assumc that the adversary lacks the computational power to

break the cryptographic schemes we employ.
The scrvice is correct if the foliowing two conditions hold:

* (Robustness) The service is always able to process query
and update requests from clients. Every query always
returns the last updated public key associated with the
requested client, assuming no concurrent updates on this
entry.

* (Confidentiality) The private key of the service is never dis-
closed to an adversary. Thus, an adversary is never able to
issuc certificates, signed by the seevice private key, for crro-
neous bindings.

! Our key management service actuaily works under a much weaker link
assumption, whick is more appropriate for ad hoc netwerks. We leave
such details to o separate article currently in preparation,

2 The duration depends on how often and how fast share refreshing (dis-
cussed in the next section} is done.
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W Figure 3. Threshold signature. Given a service consisting of
three servers, let K/k be the publiciprivate key pair of the service.
Using a (3, 2) threshold cryptography scheme, each server i gets
a share s; of the private key k. For a message m, server i can gen-
erate a partial signature PS(m, 8) using its share s, Correct
servers I and 3 both generate partial signatures and forward the
sigratures to a combiner . Even though server 2 fails to submit
a partial signature, ¢ is able to generate the signature (mjy of m
signed by server private key k.

" Threshold Cryptography

Distribution of trust in our key management service is accom-
plished using threshold crypiography [21, 22]. An {(n,t + 1)
threshold cryptography scheme allows # parties to share the
ability to perform a cryptographic operation (e.g., creating a
digital signature) o that any ¢ -+ 1 partics can perform this
operation jointly, whereas it is infeasible for at most ¢ parties
to do so, even by collusion,

In our case, the n servers of the key management scrvice
share the ability to sign certificates. For the service to tolerate
t compromised scrvers, we employ an (s, f + 1) threshold
cryptography scheme and divide the private key k of the ser-
vice into n shares (s, §3, ..., 54}, assigning onc share to each
server. We call (sy, 82, ..., 5,) an (i, t + 1) sharing of k. Figure
2 illustrates how the service is configurcd.

For the scrvice to sign a certificate, each scrver generates a
partial signature for the certificate using its private key sharc
and submits the partial signature to a combiner.? With r + 1
correct partial signatures, the combincer is able to compute the
signature for the certificate. However, compromised servers
{there are al most ¢ of them) cannot generate correctly signed
certificates by themselves, because they can generate at most ¢
partial signatures. Figure 3 shows how scrvers gencrate a sig-
nature using a threshold signature scheme.

When applying threshold eryptography, we must defend
against compromised servers. For example, a compromiscd
server could gencrate an incorrect partial signature. Use of
this partial signatute would yield an invalid signature. Fortu-
nately, a combiner can verity the validity of a computed signa-
ture using the service public key. In case verification fails, the
combiner tries another set of ¢ + 1 partial signatures. This
process continues until the combiner constructs the correct
signature from ¢ + | correct partial signatures. More cificient

3 Any server can be a combiner. No extra information about K is disclosed
fo a combiner. To make sure that a comprowmised combiner cannot pre-
vent a signature from being computed, we can use t + I seyvers as combin-
ers to ensure that at least one combiner is correct and able to compuie the
sigratire,

robust combining schemes are proposcd [23, 24]. Thesc
schemes cxploit the inhcrent redundancies in the partial sig-
naturcs (note that any z + 1 correct partial signatures contain
all the information of the final signature) and usc error cor-
rection codes to mask incorreet partial signatures. In [23], a
robust thresheld Digital Signature Standard (DSS) scheme is
proposed. The process of computing a signature from partial
signatures is essentially an interpolation. The authors use the
Berlekamp and Welch decoder so that the interpolation still
yields a correct signature despite a small portion (fewer than
one fourth) of partial signaturces being missing or incorrect.

Proactive Security and Adoptability

Besides threshold signature, our key management service also
cmploys share refreshing to tolerate mobile adversaries® and to
adapt its configuration to changes in the network.

Mobile adversaries arc first proposed by Ostrovsky and
Yung to characterize adversaries that temporarily compromise
a server and then move on to the next victim (e.g., i form of
viruses injected into a network). Under this adversary model,
an adversary might be able to compromisc all the servers over
a long period of time, Even if the compromised seryers arc
detected and excluded from the service, the adversary could
still gather more than # sharcs of the private key from com-
promised servers over time. This would allow the adversary to
gencrate any valid certilicates signed by the private key.

Proactive schemes [26-30] are proposed as a countermea-
sure to mobile adversarics. A proactive threshold cryptogra-
phy scheme uses share refreshing, which enables servers to
compute new shares from old ones in collaboration without
disclosing the scrvice private key to any server. The new
sharcs constitutc a new (s, f -+ 1} sharing of the scrvice pri-
vate key. Atter refreshing, scrvers remove the old shares and
use the new ones to gencrate partial signatures. Becausc the
new shares arc independent of the old ones, the adversary
cannot combine old sharcs with new ones to recover the pri-
vate key of the service. Thus, the adversary is challenged to
compromise f + 1 servers between periodic refreshing,

Share tefreshmg relics on the following l1omomorph1c
ploperti/ If (s], 83, ....shy is an (n, £ + 1) Shal‘ll‘l% of kl 'md (.s
5%, .. S;)isan (m, ¢ ¥ 1) sharing of &y, then (s} + s7, 53 + s

csh s s an (n, 1 + 1) sharing of ki + ka. If kg is 0, we
gct a new (n, ¢ + 1) sharing of &/.

Given # servers, let (51, $2, ..., £,) be an (n, ¢ + 1} sharing
of the private key k of the service, with scrver i having s
Assuming all servers arc correct, share refreshing procecds as
follows, First, cach server randomly gencrates (s;1, 82, <. Sin)s
an (n, ¢ + 1) sharing of 0. We call these newly generated 58
subshares. Then eyery subshare s;; is distributed to server
through a secure link. When scrver j gets the subshares sy, 525

o Snjs it can compute a ncw share from these subshares and
1ls old share (s; = s; + Ef=1s5). Figure 4 illustrates a share
refreshing process.

Share refreshing must toleratc missing subsharcs and crro-
neous subshares from compromiscd servers. A compromised
server may not send any subshares. However, as long as cor-
rect servers agrec on the sct of subshares to use, they can gen-
crate new shares using only subshares gencrated from ¢ + 1
servers, For servers to detect incorrect subsharcs, we use veri-
fiable secret sharing schemes (e.g., those in [31, 32]). A verifi-
able sceret sharing scheme generates extra public information

1 Note that the termn mobile here is different from that in mobile networks.

S Operator + here could be an addition aperation on a finite field such as
Zyy where (a + bj means (a + b) mod p.
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W Figure 4. Share refreshing. Given an (n, t + 1) sharing (sy, ...,
So) of a private key k, with share 8, assigned to server i, 1o gener-

ate a new (0, t + 1) sharing (s}, ..., sp) of k. each server i gener-
ates subshares $;1,5i, ..., Siy which constitute the ith colummn in
the figure. Each subshare sy is then sent securely to server |.
When server j gets all the subshares 8, ..., Sy, which consti-
tute the jth row, it can generate its new share s{ from these sub-
shares and its old share s;

for cach (sub)share using a one-way function. The public
information can testify to the correctness of the corresponding
(sub)shares without disclosing the (sub)shares.

A variation of share refreshing also allows the key manage-
ment service to change its configuration from {n, £ + 1) to (w', ¢’
+ 1). This way, the key management service can adapt itsclf, on
the fly, to changes in the network: if a compromised server is
detected, the service should exclude the compromised server and
refresh the exposed share; if a server is no longer available or a
new server is added, the service should change its configuration
accordingly. For example, a key management service may start
with the (7,3) configuration. If, after some time, onc scrver is
detected to be compromised and another is no longer available,
the service could change its setting to the (5,2) configuration. If
two new servers are added later, the service could change its con-
figuration back to (7,3) with the new sct of servers.

This problem has been studied in [33]. The essence of the
proposed solution is again sharce refreshing. The only differ-
ence is that now the original set of servers gencrate and dis-
tribute subshares bascd on the new configuration of the
service: for a set of ¢ + 1 of the » old servers, cach server §
in this sct computes an (#’, 1" + 1) sharing (s, $i2, ..., Sip) of
its share 5; and distributes subshare s; secretly to the jth
server of the »” new servers. Each new server can then com-
pute the new share from these subshares. These new shares
will constitute an {n’, t' + 1) sharing of the same service pri-
vate key.

Note that share refreshing does not change the service key
pair. Nodes in the network can still use the same scrvice pub-
lic key to verily signed certificates. This property makes share
refreshing transparent to all nodces, and hence scalable.

Asynchrony

Existing threshold eryptography and proactive threshold cryp-
tography schemes assume a synchronous system (i.e., there is
a bound on message delivery and message processing times).
This assumption is not necessarily valid in an ad hoc network,
considering the low reliability of wircless links and poor con-

nectivity among nodes. In fact, any synchrony assumption is a
vulnerability in the system: the adversary can launch denial-of-
service attacks to slow down a node or to disconnect & node
for a long enough period of time to invalidate the synchrony
assumption. Conscquently, protocols based on the synchrony
assumption are inadequate.

To reduce such vulnerability, our key management service
works in an asynchronous setting. Designing such protocols is
hard; some problems may even be impossible to solve [34].
The main difficulty lies in the fact that, in an asynchronous
system, we cannot distinguish a compromised server from a
correct but slow one.

One basic idea underlying our design is the notion of weak
consistency: we do not requirc that the correct scrvers be con-
sistent after each operation; instead, we require that enough
correct servers be up to date. For example, in share refresh-
ing, without any synchrony assumption, a server is no longer
able to distribute the subshares to all correct servers using a
reliable broadcast channel. However, we only require sub-
shares to be distributed to a quorum of servers. This suffices,
as long as correct servers in such a quorum can jointly provide
or compute all the subshares that arc distributed. This way,
correct servers not having certain subshare(s) could recover
the subshare(s) from other correct servers.

Another important mechanism is the use of multiple signa-
tures for corrcct servers to detect and reject erroncous mes-
sages sent by compromised servers. That is, we require that
certain messages be accompanied with enough signatures
from servers. If a message contains digital signatures from a
certain number (say, ¢ + 1) of servers testifying to its validity,
at least one correct server must have provided one signature,
thus establishing the validity of the message.

We have implemcented a prototype of such a key manage-
ment service, The preliminary results have shown its feasibili-
ty. Due to the length restriction of this article, we are unable
to provide a detailed description of this service. Full papers
describing the key management service and its underlying
proactive secret sharing protocol in an asynchronous system
are in preparation.

Related Work

Secure Routing

Secure routing in networks such as the Internct has been
extensively studied [9, 35-39]. Many proposed approaches are
also applicable to secure routing in ad hoc networks, To deal
with external attacks, standard schemes such as digital signa-
tures to protect information authenticity and integrity have
been considered. For cxample, Sirios and Kent [37] propose
the use of a keyed one-way hash function with a windowed
sequence number for data integrity in point-to-point commu-
nication and the usc of digital signatures to protect messages
sent to multiple destinations.

Perlman studies how to protect routing information from
compromised routers in the context of Byzantine robustness
[35]. The study analyzes the theoretical feasibility of maintain-
ing network connectivity under such assumptions. Kumar rec-
ognizes the problem of compromised routers as a hard problem,
but provides no solution [36]. Other works |9, 37, 38] give only
partial solutions, The basic idea underlying these solutions is to
detect inconsistency using redundant information and to isolate
compromised routers. For example, in [38], where methods to
secure distance-vector routing protocols are proposed, extra
information of a predecessor in a path to a destination is
added into each entry in the routing table, Using this piece of
information, a path-traversal technique (by following the pre-
decessor link) can be used to verify the correctness of a path.
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Such mechanisms usually come at a high cost and are avoided
(e.g., in [9]) because routers on networks such as the Internet
are usually well protected and rarcly compromised.

Replicated Secure Services

The concept of distributing trust to a group of servers is inves-
tigated by Reiter [40]. This is the foundation of the Rampart
toolkit [41]. Reiter and others have successfully used the
toolkit in building a replicated key management service, €2,
which also cmploys threshold eryptography [42]. Onc draw-
back of Rampart is that it may remove correct but slow
servers from the group. Such removal renders the system at
least temporarily more vulnerable. Membership changes are
also expensive. For these reasons, Rampart is more suitable
for tightly coupled networks than for ad hoc networks.

Gong applies trust distribution to a key distribution center
(KIDC), the central entity responsible for key management in
a secret key infrastructure [43]. In his solution, a group of
servers jointly act as a KDC, with cach server sharing a
unique secret key with each client.

Malkhi and Reiter present Phalanx, a data repository service
that tolerates Byzantine failures in an asynchronous system, in
[44]. The essence of Phalanx is a Byzantine quorum system
[45]- In a Byzantine quorum system, servers are grouped into
quora satisfying a certain intersection property. The service
supports read and write operations, and guarantees that a read
operation always returns the result of the last completed write
operation. Instcad of requiring cach correct server to perform
each operation, the service performs each operation on only a
querum of scrvers, However, this weak consistency among the
servers suffices {0 achieve guaranteed service because of the
intersection property of Byzantine quorum systems.

Castro and Liskov {46] extend the replicated state-machine
approach [47] to achieve Byzantine fault tolerance. They use a
three-phase protocol to mask away disruptive behavior of
compromised se¢rvers. A small portion of servers may be left
behingd, but can recover by communicating with other servers.

Nonc of the systems provide mechanisms to defeat mobile
adversaries and achicve scalable adaptability. The latter two
solutions do not consider how a secret (a privaic key) is
shared among the replicas. However, they are useful in build-
ing highly secure services in ad hoc networks. For example, we
could use Byzantine quorum systems to secure a location
databasc [48] for an ad hoe network.

Security In Ad Hoc Networks

An authentication architecture for mobile ad hoc networks is
proposed in [49]. The proposed scheme details the formats of
messages, together with protocols that achieve authentication.
The architecture can accommaodate different authentication
schemes, Our key management service is a prerequisite for
such a security architecture,

Conclusion

In this article, we analyzc the security threats an ad hoc net-
work faces and present the security objectives that need to be
achieved. On onc hand, the security-sensitive applications of
ad hoc networks require a high degree of sccurily; on the other
hand, ad hoc networks are inhcrently vulnerable to security
attacks. Therefore, security mechanisms are indispensable for
ad hoc networks. The idiosyncrasy of ad hoc networks poses
both challenges and opportunitics for these mechanisms.

This article focuses on how to sccure routing and how to
establish a secure key management service in an ad hoc network-
ing environment. These two issues are essential to achieving our
security goals. Besides the standard security mechanisms, we

take advantage of the redundancies in ad hoc network topolo-
gy and usc diversity coding on multiple routes to tolerate both
benign and Byzantine failurcs, To build a highly available and
highly securc key management service, we propose to use
threshold cryptography to distribute trust ameng a set of
scrvers, Furthermore, our key management service employs
share refreshing to achieve proactive sccurity and adapt to
changes in the network in a scalable way. Finally, by relaxing
the consistency requirement on the servers, our service does
not rely on synchrony assumptions. Such assumptions could
lead to vulnerability. A prototype of the key management ser-
vice has been implemented, which shows its feasibility.

The article represents the first step of our research to ana-
lyze the security threats, understand the security requirements
for ad hoc networks, and identify existing techniques, as well
as propose new mechanisms to secure ad hoc networks, More
work needs to be done to deploy these security mechanisms in
an ad hoc network and to investigate the impact of these secu-
rity mechanisms on network performarnce,
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