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Abstract—A distributed mobility-management scheme using
a class of uniform quorum systems (UQS) is proposed foad
hoc networks. In the proposed scheme, location databases are
stored in the network nodes themselves, which form a self-
organizing virtual backbone within the flat network structure.
The databases are dynamically organized into quorums, every
two of which intersect at a constant number of databases. Upon
location update or call arrival, a mobile’s location information is
written to or read from all the databases of a quorum, chosen
in a nondeterministic manner. Compared with a conventional
scheme [such as the use of home location register (HLR)] with
fixed associations, this scheme is more suitable fad hoc net-
works, where the connectivity of the nodes with the rest of the
network can be intermittent and sporadic and the databases are
relatively unstable. We introduce UQS, where the size of the
guorum intersection is a design parameter that can be tuned
to adapt to the traffic and mobility patterns of the network
nodes. We propose the construction of UQS through the balanced
incomplete block designs. The average cost, due to call loss and
location updates using such systems, is analyzed in the presence of

database disconnections. Based on the average cost, we investigate

the tradeoff between the system reliability and the cost of location
updates in the UQS scheme. The problem of optimizing the
quorum size under different network traffic and mobility patterns

is treated numerically. A dynamic and distributed HLR scheme,
as a limiting case of the UQS, is also analyzed and shown to be
suboptimal in general. It is also shown that partitioning of the

tp Time interval between a call arrival and the last
periodic location update by a mobile host.

fr Density function oft,.

t, t, = min(t,, t,).

fr Density function oft,..

1Y Average time between two consecutive failures of

a location database.

Pe Steady-state probability of a database being inac-
cessible.

Py Steady-state probability that at least one complete
guorum exists in the system.

FEs Expected number of lost calls per unit time.

a Expected cost of losing a call.

Cu Expected cost of assessing one location database.

Ciotal  Cost function to be minimized.

I. INTRODUCTION

N A MOBILE communication network, mobile hosts move
freely from place to place. The location of a mobile host

must be identified before a call to the mobile host can be
established. Mobility management deals with the storage,
maintenance, and retrieval of the mobile host location infor-

network is sometimes necessary to reduce the cost of mobility mation.

management.

Index Terms—Ad hocnetwork, balanced incomplete block de-

In cellular construction, the system coverage area is parti-

tioned into cells. Mobile hosts within a cell communicate with

sign, data distribution, mobility management, quorum system, other terminals through a basestation installed in the cell and

reconfigurable wireless network, uniform quorum system.

connected to the Public Switching Telephone Network. The

location of a mobile host in cellular networks are defined in

NOMENCLATURE

terms of the cells. The two most commonly used standards, the

Electronics Industry Association/Telecommunications Industry

Association Interim Standard 41 in North America and the
Global System for Mobile Communications in Europe, utilize
home location registers (HLR) and visitor location registers
(VLR), both residing within the wireline backbone, to keep
Time interval between a call arrival and the lasfrack of user locations [1], [2]. A mobile host's location

call-origination or location-change update by a manformation is recorded in its designated HLR/VLR databases

Aa Arrival rate of calls to a mobile host.
Ao Arrival rate of call originations.
Ao Arrival rate of location changes.
Au Ao = Ao + Ao
ty
bile host.
Su Density function oft,,.
T

p

through alocation updateprocedure. When a call is made to
_ ) o ) the mobile host, its location information is retrieved from the
Period of the mobile host periodic location update-| R/VLR databases throughlacation queryprocedure.

In ad hocnetwork architecture, however, there is no pre-

existing fixed-network infrastructure. Nodes of ad hoc
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of fixed infrastructure suggests that some network functionsOne obvious extension to the 1S-41 and the GSM HLR/VLR
otherwise handled by the wireline backbone must now Isehemes is to use multiple HLR’s iad hoc networks. In
maintained by the nomadic nodes in thé hocnetwork. such a case, unless all HLR’s have failed (the probability
Most of the proposed and existing systems directly send daasuch an event can be made small using large number
packets to a destination node through pre-determined routdsHLR'’s), the location information is available to the call-
without using any specialized databases to store the mohit@iating mobile host. However, such schemes still suffer from
nodes’ location. To achieve this, the initiating node must eithéve disadvantages of fixed association between databases and
already have an up-to-date routing table to all the nodestimee mobiles that store these locations.
the network (proactive routing) or try to determine the route An improvement to this scheme is to dynamically assign
on demand (reactive) [4]-[6], or as more recently proposedgtwork nodes to perform the HLR function depending on the
a combination of both [3]. For a large network with manyime-varying network node stability. When a node that serves
nodes and frequent topology change, direct routing potentiallg an HLR disconnects from the rest of the network, a new
poses very high traffic and computational demands. Multilevattive node should be chosen to generate and maintain a new
ad hocrouting schemes [7]-[9] with similarity to the cellularHLR with the same identity as the disconnected one. Such a
wireline-wireless hierarchy were also proposed, in which alirtual HLR or adaptive HLRscheme severs the association
packets are sent from the initiating node to the destinatibbetween a location database and the mobile host where the
through a set obackbonenodes which comprise a centralizedlatabase resides. However, the association between a mobile
subnet. Since every packet within the network must go throughd the databases where the mobile’s location information is
the subnet, these schemes impose very high demand of chagtwred is still maintained.
bandwidth and node stability on the backbone. Our proposed scheme of quorum systems is doubly dis-
In this work, we propose aad hocmobility-management tributed in the sense that it dynamically assigns network nodes
scheme that utilizes location databases which formraal to contain the location databases and allows mobile to access
backbonethat is dynamically distributed among the networkandomly chosen databases.
nodes. These databases serve only as containers for locatio quorum system is formed by organizing objects, databases
storage and retrieval. Routing is carried out in the flat netwoik this case, into sets called quorums, where every two
structure [3] involving every node in the network. That is, thquorums intersect and no quorum contains another quorum.
routes do not necessarily go through the databases. HoweW#re quorum system-based scheme is distributed in operation
the node location provided by the databases can provide vid@ld uses the databases of an entire quorum to hold a replica of
information to the routing protocol so that route searching & mobile’s location information. There is no fixed association
more localized. between any particular quorum to any mobile host. First, the
Moreover, the location of a mobile host is defined in termgssignment of a location database to reside in any mobile
of the positional relationships between the mobile host andst is flexible, contingent upon the network node stability
the other nodes. The identity of the neighboring nodes ofaad traffic and mobility patterns. Second, during the location
mobile host can provide an indication of how a message coulgdate of a mobile host or when a call arrives to a mobile
be routed to the mobile host. In particular, we will define theost, location of the mobile can be written to or read from
location of a mobile host as the ID number of its neareahy randomly chosen quorum of databases. (In this paper,
location databask. we refer to the ternaccessing a quoruras accessing all the
Nodes containing the location databases can dynamicaiiytabases in that quorimThe write and read quorums are
detach and reattach to the network at any time due to mobile®t necessarily the same. The up-to-date destination mobile
movements or changes in the communications environmefaation is provided to the source mobile host by the databases
We will see in Section Il that a location databdads when- at the intersection between the read quorum and the quorum
ever the node containing the database detaches from Fagt written to by the destination mobile host. Two consecutive
network for a long time. However, the ups and downs afrite or read operations performed by the same mobile may
a node’s connectivity to the network should have minimumot access the same quorum either.
effect on the other nodes’ communication. This imposes greatat any instant, some location databases imémocnetwork
challenges in the design and operation ofe@hhocnetwork. may be separated from the network. However, because of
The traditional algorithms for mobility management, whiclihe dynamic nature of the mobile and database association in
rely on the basestations and mobile switching centers, args scheme, as long as at least one quorum remains, location
not applicable here. For example, in the HLR-like schemegpdating and location querying are still possible in the entire
which mimic the cellular networks and set up fixed associatigietwork. This is not true for the HLR-like schemes, where loss
between mobiles and databases, the databases would too affesbme HLR'’s, though small in number, can easily paralyze
fail to provide the sought mobile’s location due to frequergart of the network. Moreover, as we will show later in this
disconnections of the databases. paper, the “adaptive HLR” scheme is a limiting case of the
quorum system scheme and is, in general, inferior.
Thus, the distribution of responsibility among the quorums

10ther location indications are also possible. For example, mobile hoﬁs the key to our scheme, which provides a high degree of
equipped with the Global Positioning System can be deployed to provi '

Eliability in mobilit t ofd hocnetworks. Th
grid-based location definition. The particular definition is irrelevant to thEeliability in mobility management o ) oc n(_a.wor S. e
mobility-management scheme presented here. other advantages of quorum systems in mobility management
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include location and service provider independent numberiating the effectiveness of the UQS ad hoc network data-

[10], [11], load balancing among location servers [10], [11hase failure recovery. The performance of the UQS mobility-
and provision of system security [13], [14]. management schemes is evaluated through cost analysis. Op-
Many quorum system construction schemes have been pticial sizes of UQS constructions are also determined under
posed in applications of data replication and distributed cordifferent network traffic and mobility patterns. This leads to
putation [10]-[12], [15]-[19]. However, in these constructionghe description of a network partitioning scheme in Section V.

the minimum size of the quorum intersection is by design

equal to one, and therefore applicability of these schemes to

our problem is limited. [I. QUORUM SYSTEM MOBILITY -MANAGEMENT SCHEME
In particular, [10] and [11] present a mobility-management OVER A VIRTUAL BACKBONE

scheme for cellular networks using square quorum systemsin order to implement the mobility-management scheme, a
The main goal of that work is to provide balanced databaset of mobile hosts is chosen to contain the location databases.
loading, since database failure is generally considered a raigis set comprises a self-organizingtual backbone It dy-
event in the wireline networks. namically assigns memberships to mobile hosts in the network
An interesting region-based hierarchical overlapping reagdepending on the communication environment and the network
write set mechanism for tracking mobile users is propose@de density. Under ideal conditions, all nodes in the virtual
in [20] based on amatch-makingheoretical account in [21]. backbone are interconnected, and every nonbackbone node is
However, the analysis in [20] is based on the assumptigdnnected with at least one other backbone node, such that
of pre-existing location directories, possibly residing in @ommunication between any two nodes is possible. Note that
centralized network entity, such as the wireline backbone #though logically a two-level hierarchy is in place here, the
cellular networks. Furthermore, the directory operations afiat network structure is used, such that a connection can be a
assumed to be free from failures. Therefore, this mechanismmsgitinop link that spans both the backbone and nonbackbone
not suitable for the volatile communication environmentdf nodes. Thus, routing of the actual traffic is carried by all
hocnetworks. However, the notion of hierarchical overlappingodes in the network. In particular, the virtual-backbone nodes
sets does provide an interesting extension to the definitiongfn communicate between each other through routes that pass
quorum systems, which is not explored here. In this workhrough the nonbackbone nodes.
we consider the application of quorum systems (as they areThe virtual-backbone nodes maintain interconnection
regularly defined) tad hocmobility management. among themselves by any appropriate routing methods, as
In some existing research works [19], [22], the similaritgescribed in Section . As will be shown later, with the
between the quorum system construction and the much-studigdS scheme the optimal number of databases in the virtual
Partially Balanced Incomplete Block (BIB) design problenpackbone is usually small compared with the size of the
[23] has been noted, without realizing that these two aretwork. Therefore, for a largad hoc network, the cost
actually the same. In this paper, we introduce a class of routing among the virtual-backbone nodes is typically
uniform quorum systems (UQS), where the quorum size, thery small compared with routing within the entire network.
size of quorum intersection, and the number of quorums Besides mobility management, the virtual backbone can
which each database belongs are all fixed constants. We th#so perform other network functions on which we will not
show the duality between UQS and the strict BIB which islaborate in this paper, such as channel assignment, flow
in turn, applied to construct the UQS’s used in the proposedntrol, and system security. Thus, the cost of virtual-backbone
scheme. maintenance can by far be offset by the advantages that it
The performance of the UQS mobility-management scherbengs with it.
is evaluated by assigning cost to accessing databases and he exact algorithm for the initiation and management of
call loss due to database failures. We would want the numhhge virtual backbone is outside of this paper’s scope. During
of databases at the quorum intersection to be large enoughtie initial setup, some form of full-network routing, such as
combat the inherent instability of the databases iradrhoc flooding, is performed once to find the set of nodes that best
network. However, larger size of intersection requires largeerve as the virtual backbone (e.g. uniformly distribute within
size of quorums, which increases the cost of location updatee network). Afterwards, we only need to ensure that when
and location queries. The optimal construction of the quorumbackbone node has detached from the network, a nearby
system that balances this tradeoff depends on the stabilityn@inbackbone node is recruited to take its place in the virtual
each database in the network, as well as the frequencybaickbone. In [7] and [8], examples are given on how backbone
location updates and queries. We also need to consider fle¢s of nodes in aad hocnetwork can be determined in a dis-
situation in which so many databases are inaccessible, stributed fashion without the use of a central-controlling entity.
that no complete quorum can be found. Such a conditibttere we emphasize that, in our UQS mobility-management
should have a very low probability of occurrence. scheme, since a connection can be a multihop link through
Following the description of the quorum system mobilityboth the backbone and nonbackbone nodes, the backbone does
management scheme in Section Il, we explore the duality best have to maintain direct radio contact with every node in
tween our UQS construction and the BIB design in Section Itihe network. Therefore, the algorithm to construct the virtual
introducing four ways of constructing UQS’s from familiedbackbone has much lower complexity than those proposed in
of BIB designs. Section IV presents a framework for evaly7] and [8].
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Fig. 1. Virtual backbone. Fig. 2. Virtual-backbone maintenance.

Fig. 1 shows an example of the backbone structure iachn will set up a new location database with the ID number 2
hoc network. The squares represent the backbone nodes, and become a new member of the backbone set. If the node
the circles represent the nonbackbone nodes. originally containing location database 2 later reconnects to

The location databases are arranged into quthe network, it will delete the database when it is aware of its
rums. In Fig.1, an example quorum system ibng absence and the existence of another database with the
{{1,2,3},{1,4,5},{2,4,6},{3,5,6}}. When a mobile same ID. With the replacement, location information stored in
host, A for example, updates its location, it contacts thtéhe original location database is lost. Therefore we say that
closest node that belongs to the backboné, $eé one with a location databastils when the node in which it resides
location database 4, in this case. The backbone node tlimtaches from the network.
sends out a location-update message, containiig ID During the interval from the time at which a location
number, the node’s location (e.g., identity of the database dagtabase detaches to the time of its replacement, the data-
and a sequence numBehat indicates the time of update tobase is said to bénaccessibleto the network nodes. If a
one of the quorums, e.g{1,4,5}. When a mobile hosB virtual-backbone mobile host temporarily disconnects from the
initiates a call toA, it first contacts the node with locationnetwork and later reconnects back within the time threshold,
database 2, which in turn queries (through multicasting) pssibly due to mobile movement or fading and interference in
quorum, e.g.,{1,2,3} for A’s location. Location databasethe wireless channel, the database residing in this mobile host
1 then sends back t& the location information ofA. It is is also said to be inaccessible to the network. In this work, we
possible that location database 2 has an older copyl’sf assume that the inaccessible period of a location database is
location information and sends it #8 as well. Then it is up to much shorter than the mean time between its failures.

B to check the time-sequence numbers in both messages andle assume that the virtual-backbone nodes monitor the
pick up the latest one. Because of the intersection propedgcessibility of each other at a frequency much higher than the
of the quorum systen¥3 can ideally always receive the mostrate of location updates and queries, so that every backbone
current location information ofd. node is aware of how many complete quorums are accessible

However, in anad hocnetwork, nodes often detach fromat the time of location update or query. The practicality of this
the rest of the network without warning. The connectivity of justified by the relative small size of the virtual backbone,
the nodes in the backbone set is maintained by a procedwigich will be shown in Section IV.
as shown in Fig. 2. A backbone node may detach from theThe write and read quorums intersect to provide access
network, in which case the topology of the backbone will b location information. When there are multiple databases
rearranged. If a backbone node has been disconnected frunthe intersection of these two quorums, the correct location
the network for more than a threshold amount of time, iaformation will still be available if only some of the databases
new node will be chosen as the replacement. For exampfi@). The UQS construction presented in Section Il allows a
the mobile hostB, as shown in Fig. 1, may be chosen twariable number of databases at quorum intersection.
replace the detached node containing location databask 2. Another way of combating location-database failures is to

2A mobile host learns about its closest location database through restore the location mforma’uon n adatab-ase afterafallure and
algorithm such as the intrazone part of the Zone Routing Protocol propos@%f_ore_the next query. \N_Ith frequent Iocatlon-da_tabase fa_llures,
in [3]. which is often the case iad hocnetworks, location updating

3The sequence numbers are generated by a counter built into to the mobije the mobile hosts can be cost effective, complementing the
host. The counter is increased by one upon every location update by the moﬁqe|tip|e databases in UQS.

host and is reset to zero when the maximum value is reached. The maximun;]_h h . hich | fi dated in th
value is chosen to be larger than the maximum lifetime of an update messag ere are three ways In which locations are updated in the

in the network. databases.



232 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 7, NO. 2, APRIL 1999

1) Call-origination update:when a mobile host initiates Any construction of a quorum system can be represented as
a call, it queries a quorum for the location of then incidence matrixV, whereXV is of sizen x ¢ and

destination and, at the same time, writes its current {17 if the ith database is in thgth quorum

location into the queried quorum. N(i,j) = 0. otherwise
, .

2) Location-change updatewhen a mobile host changes
its location (in our example this constitutes changes in In order to uniformly distribute the load among the
its closest database), it updates its new location indatabases, it is desirable that each database appears in the
quorum. same numbem of quorums. We further require that the

3) Periodic update:in order to avoid call loss during anumber of databases shared by any two distinct quorums be
long time of lack of activity and immobility, a mobile the same;. In this case, it can be shown that all quorums
host periodically sends its location information to théave the same sizé;. We can thus define a UQS of the
quorum system. above properties with the parametdps, ¢, k,m,r). These

Of the above updating mechanisms, only the frequengrameters are not independent of each other. Moreover, a
of the periodic updates is a parameter in the design of th&S may not exist for any given set of parameters.
network. The first two mechanisms, in general, have fixed ratesTo study the relations between these parameters and the
determined by the network traffic and mobility patterns. Cafixistence conditions of a UQS, we first establish the one-to-
origination can be modeled as a Poisson process. Also, itoge correspondence between the construction of a UQS and
reasonable to assume that the time between location-chatfeBIB design problem. A BIB design [23] is an arrangement
updates is exponentially distributed due to the irregulariti® v’ treatments intd’ blocks such that:
and memoryless nature of tteel hocnetwork topology and 1) each block containg’ distinct treatments;
mobility patterns. 2) each treatment appears ihblocks;

If a call is made based on erroneous location information 3) every pair of treatments appears togethek’/imlocks.
prOVided by failed databases or lack of location information, Lemma There is a one-to-one Correspondence between a
we consider the call as lost. A call is also lost if, upoQS with the parameter@:, ¢, k,m, ) to a BIB design with
location query by the calling mobile host, it cannot obtaithe parameterge’, v/, &/, ', \').
permission from a complete accessible quofur@ince a Proof: Given a BIB design witi(v/, ¥/, &,+/, ') and the
database’s inaccessible period is assumed to be short, dbfresponding incidence matrix’, then
probability that a complete quorum cannot be found is small
compared with the probability that a call is lost due to n=0b, qg=v, k=7, m=F, r=X (2
erroneous information. - o o

The probability of call loss depends on network stabilityfc;\r/r:nab;JQS With (n. g, k,m, ), whose incidence matrix is
frequency of mobile location updates, and number of locati
databases at the intersection of two quorums. Location updates N = (NHT (3)

reduce the probability of call loss, but they consume network

resources. For every location update, messages need tovpere (1)* denotes matrix transposition. Similarly, given a
sent to all databases in a quorum. Larger quorum size inclf9S We can alway generate a BIB design whose incidence
a higher cost of location updates. On the other hand, Iard@?tr'x is the transpose of the incidence matrix of the UQS.
quorum size allows a larger number of databases at the ) i i D
quorum intersection, thus reducing the probability of call loss. FToM the properties of BIB designs [23], we immediately
Therefore, the tradeoff in cost due to location updates afi@ve the following corollaries:

cost due to call loss is closely related to the construction of1) nm = gk;

the quorum system. 2) (g —1) = k(m — 1);

3 g<m

4) If k| n,theng < n—k+1.

As we shall demonstrate in the following section, in op-

(1)

. UNIFORM QUORUM SYSTEM CONSTRUCTION

A quorum system has the following parameters: timizing the cost of a location management scheme given
1) n: number of location databases; some number of location databases in a network, we would
2) ¢: number of quorums; like to determine the minimum possible quorum size that pro-
3) k;: size of theith quorum,i = 1,2,..-,¢q; vides adequate overlapping between distinct quorums to resist
4) m,;: number of quorums that contain thth database, database failures. However, the above are merely necessary
i =1,2,---,m; conditions for the existence of a UQS. Since no sufficient
5) r;;: number of databases shared by two distinct quorumsndition for a BIB design is known in general [23], [25],
i,7 =1,2,--+,q. we cannot determine the existence of a UQS given any set

of parameters. Moreover, there is no general formula relating
4Although it is possible to use partial quorums to store and retrieve locatien %, and ». Therefore, we will only study some series of

information, in this paper we assume that a mobile host must accesng(PS constructions given by readily available BIB designs.
entire quorum upon location updates and queries. This is justified becaus

security considerations. See [13], [14], and [24] for security and availabili %V'Ously’ Only thOSQ uQs construct|on§ tha.t all@‘fm vary
considerations in quorum systems. or a givenn are of interest. The following is a list of the
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200— x : x

‘ * Moreover, even for a fixed, the correspondence between
andk is not one-to-one, and the relative sizes.dfetween two
guorum systems do not necessarily correspond to the relative
180 5 X . . x : sizes ofk. In the cost analysis to be presented in the next
section, for eachr, we tabulate the allowable values ef

x as shown in Fig. 3. When given a prescribed value of UQS
* 71  sizen,, we search the table in the ascending orde¥ ofor

| the first UQS sizen, that is greater tham, and the one

x immediately preceding,. Among these two possible UQS's,

x the one whose size is closestitp in magnitude is chosen for

|/ the numerical analysis.

x
XXX

180

XXX

x
X %
x

140

*

X
X

120

XX KX XX

X6 XK %

< 100+

XXX X
X% XX
x

B

80~

60

XX K XX
XXX X X
XX
XX
X %
XX XX KX
x

N3 o00K00K X XXX+ + 300K+ XK X+ XK XK
O XX M XK X KRK KK XK

x ; E X V. OPTIMAL UQS DETERMINATION THROUGH
2o} % e T o COST ANALYSIS
x % X . « x x . .
0 1 § ; 5 ; : : * In the UQS location management scheme, a mobile updates
r its location information by writing into a randomly chosen
Fig. 3. Possible number of databases in the UQS series. quorum. When a call is initiated, the source mobile queries a

randomly chosen quorum for the destination mobile’s location.
series used in our analysis. The original BIB design notatiorl?g.cause of the overlapping property of the UQS, unless the
. . write and the read quorums happen to be the same, there are
have been translated into our UQS notations. . . .
1) Series 1 and 2:A necessary and sufficient condition” databases in the queried quorum that contain the current
. ’ . location of the mobile. If all of these databases have failed
for the existence of a UQS withh = 3,4 andq > m, dueto """ : .
., . . within the interval from the last update to the time of the call,
Hanani’'s theorem on BIB designs [26], is that .
the call will be lost and a penalty to the system results.
r(g—1)=0mod (m — 1) 4 The sum of the penalties due to call loss and the cost of
rq(q — 1) = 0mod m(m — 1). (4) location updates and queries is an optimization function in our
_ _ ) work. The minimum cost can be achieved by careful selection
Series 1 thus consists of UQS with = 3 and allg > 3 thal ot the |ocation-update frequency and the construction of the
satisfies (4). Series 2 consists of UQS with= 4 and all UQs.

q > 4 that satisfies (4). In both casés= (¢ —1)/(m — 1) To determine the probability that a call to a mobile is lost
andn = W(q N 1)/m(m — 1?- ) _due to location-database failures, we need first to evaluate the
2) Series 3:From Sprott's BIB construction [27] using gistribution oft,, the time interval between the arrival of a call
the method of symmetrically repeated differences [23], We\q the preceding update event, which in turn is a function of
have a series of UQS with the parameters: = 7, k = am,  he distributions of the call origination, of the updates due to

¢ = a(r—1)+1, andn = ag, wherea is any positive integer |ocation changes, and of the periodic updates.

such thatg is a prime power. o ~ Since call-origination and location-change updates are in-
3) Sene_s 4: Maekawasf|r_1|te_pr01ect|ve plane BlB(_ieSIgndependent, they will be combined into one random process,

[15], a special case of the projective geometry BIB design [23],honentially distributed with ratd, = A, + A.. The time

gives a UQS construction with = 1, k = m = s + 1, and jnierval ¢, between a call arrival and the last call-origination

n=gq=s +s+1, wheres is a prime power. SUPPOSe Weq; |ocation-change update, is exponentially distributed with
haver such UQS'’s with incidence matrice®;, Na, -+, N, the probability density function

we can construct a new UQS by forming the incidence matrix
N =[N{E NE ... NTJT. This series consists of UQS’ with Falte) = Age et (5)

the parameters, k = r(s+1 =s+1,n=r(s 1), , o ,
P ' sl m=stln=r(s+stl) Definet, as the time interval between a call arrival and the

andg = s? + s + 1. F . . .
4) Series 5:Finally, a special case consists of UQS's Wmllast periodic-location update. Then, as shown in the Appendix,

n =k =r andg = m = 1. The utilization of these UQS's tp has uniform distribution withir{0, 7,

is equivalent to a scheme with multiple HLR’s dynamically () = 1 0O<t <T (6)

generated over a virtual backbone. Obviously they lack the B R

true distribution properties of the other UQS’s. However, we

include them for completeness in our numerical analysis.
Although all these UQS series allow some flexibility in the t, = min(t,, t,) (7)

choosing of the parameters, by no means all combinations

of integer parameters are covered by them. Fig. 3 shows th&as the density function

possible values ai(n € [1,200]) givenr for the above Series. _ _ _

In practice, we usually have to pick an allowabtevalue Jrlte) = Fult)lL = Ept)] + folt) L = Bl (8)

close to that required by the mobile network system designlif the r shared databases between the queried quorum and

considerations such as routing and load. the quorum that stores the mobile location information fail

Since
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during this period, the call is lost. Since database failures have: ; : ; : ;
Poisson distribution with mean time between failuigs the
probability that one database fails withip is 1 — ¢~t/Tr,
Therefore, without considering the probability of inaccessibl&s’
databases upon location updates and queries, the expectgd
number of lost calls per unit time would be

Elss = A Pr{r databases fail withir, }

= )\a /OTP (1 - 6_;_;)7)f1’(t7*) dtr- (9)

Cost per Unit Tim

The right-hand side of the above equation is slightly larges
than the actual value dfy.. since it does not consider the caser
where the location update and query happen to hit the same
quorum, so that alk databases need to have failed to lose
a call. However, a UQS that has good distribution properties ', 2 5 . s . = 5 S o
usually contains many quorums. In this case, the probability Number of Databases at Quorum Intersection
that any two randomly chosen quorums are the same is V@gy 4. Cost optimization at low mobility\e = 0.1, n & 60, p. = 0.005,
small. Moreover, a UQS suitable for mobility managemennd ¢, = 1000.
should haver large enough to maintain data availability in
the presence of database failures. Thus, occasionally havinghe sum of the costs due to lost calls and due to updating
k overlapping databases would not substantially improve thscation databases gives the total-cost function
call-loss probability. Therefore, in the following numerical 1
analysis, we assume that the write and the read quorums Ciotal = ¢ Eloss + ke <T + X+ )\c>. (12)
always differ. r

Taking into account the location update and query failuré¥ote that location queries can be performed together with call-

due to the nonexistence of a complete quorum, (9) becomeXigination location updates, hence not incurring any additional
cost.

5 9 Lo —te The exact value ofc, in a practical ad hoc network
Fioss = Aa(1 - PQ) Al /0 (1= ) fultn) dts depends on many other parameters, such as the communication
(10) environment, the protocols involved, and the degree of link
congestion, which can be very diverse for different networks.
where Pg is the steady-state probability that a completé€hus, in this paper, we will not dwell on the determination
guorum can be found. of ¢,, but will instead choose some discrete values from a
In a UQS, each database appearsmimuorums. Therefore, range of updating cost that covers most practical conditions
losing 7 databases destroys< m quorums in the worst case.and investigate the performance of the UQS scheme under
This gives the worst-case quorum existence probability  those conditions. In the following numerical analysis, we will
normalizec; and Cit5, SO that they are expressed in units

q/m]—1

of ¢,.
Po>Pr{ixm<gl= 3 <L )Pe(l - pe) (11) We will also express time units in terms bf\,. We assume
=0 a totally symmetrical nodal traffic pattern, i.e,, = A, = 1.

where p. is the steady-state probability of a database bé_lso, since location database resides in mobile hosts and our

ing inaccessible. Since the exact degree of quorum Systgﬁ.]‘inition of the mobile host location depends on the databases,
we will assume thaf; = 1/A.. However, we emphasize that

availability (i.e., quorum existence probability) involves com* i ,
plicated factors, in addition to the quorum size and intersectidif @Pove framework for cost analysis is applicable to systems

properties, and is in general hard to determine [24], we wiffithout these assumptions as well.
use this lower bound in the following numerical analysis. " o

In the general case of routing &d hocnetworks, the cost A+ The Effect of Mobility on Cost Optimization
of a mobile host accessing a database can be estimated ddgs. 4—7 show the variation of the total cost with the differ-
proportional to the distance, in hops, from the mobile hosnt choices of- for UQS constructions with approximately 60
to the database. Assuming that the databases are distribwtathbases. It is assumed that= 0.005, ¢; = 1000, and . =
uniformly among a fixed total number of mobile hosts througti-1, 1, 10, and 100, respectively. In each figurd,, is varied
out a fixed-network system coverage, the expected costfaim 0.1 to 100. Thus, each figure presents a different scenario
accessing one databasghas constant value, depending onlpf mobile host mobility. Consequently, we can determine
on the size of the coverage area. Therefore, for any UQS with each case the minimal cost by joint optimization over
quorum sizek, the expected cost of accessing a randomipe different UQS constructions and different periodic update
chosen quorum isc,,, independent of the other parameters dfequencies. Note that the jitters on the curves are mostly due
the UQS construction. to the integral nature of the UQS'’s, as described in Section IIl.



HAAS AND LIANG: AD HOC MOBILITY MANAGEMENT WITH UQS 235

o

Total Cost per Unit Time [cu]
Total Cost per Unit Time [cu]

10 I I I I I I I 10 I I I I I I I I
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10

Number of Databases at Quorum Intersection Number of Databases at Quorum Intersection
Fig. 5. Cost optimization at medium mobility\. = 1, n &~ 60, Fig.7. Cost optimization at extremely high mobility, = 100, n & 60,
pe = 0.005, and¢; = 1000. pe = 0.005, and¢; = 1000.
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Fig. 6. Cost optimization at high mobilityy. = 10, » =~ 60, p. = 0.005, Fig. 8. Cost optimization with high database availability,= 0, A, = 1,
and ¢; = 1000. n & 60, andc¢; = 1000.

However, even with small variations, the general trends of theFig. 6 shows an interesting case whare= 10. In this case,
curves with respect to andZ}, are still clear. the different periodic update frequencies give similar minimal
In Fig. 4 A\, = 0.1, thus representing the case when theost. However, the optimal that achieves the minimal cost
mobile hosts have very low mobility. Since the locatiofs different for eachl;,, with smallerr for smaller;,.
databases very infrequently detach from the network in thisForad hocnetworks with very fast-moving nodes, as shown
case, we see that the minimal cost is achievedpy> 100, N Fig. 7 where. = 100, the cost of location updates due
namely, periodic updates are mostly unnecessary. Also, {Qelocation changes dominates t_he total cost function. In _th|§
minimal cost requires a UQS with = 3. case, the_ effect on data_base fa|ll_1re_ recovery due to periodic
Fig. 5 shows a case of cost optimization at medium mobilif%pdaltes is small, and higher per|od|c_ update frequency only
with A, = 1. Here, the optimal case i, — 1 with four increases the total cost, therefore periodic updates should not

be,used. Since location changes provide very frequent updates,

databases at quorum intersection. For each curve correquﬂg- optimal UQS's should have as small a quorum size as
ing to different values of,, it is clear that whem is relatively possible, i.e.; = 1

small, i.e., the quorum size and the location-update cost are

not significant, increasing provides higher reliability against

location-database failures, hence reducing the total cost. BsJoint Optimization over and 7,

7 and the quorum size become larger, however, the cost ofThe multiple databases at quorum intersections and the
location updates dominates, and the total cost increases-withocation updates are the two mechanisms that combat network
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Fig. 9. Cost optimization with medium database availabiljty, = 0.01, Fig. 11. Cost optimization with low call-loss penalty, = 100, p. = 0,
Ae = 1, n & 60, and¢; = 1000. n &~ 60, and . = 1.
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Fig. 10. Cost optimization with low database availability, = 0.1, Fig. 12. Cost optimization with high call-loss penalty,= 10000, p. = 0,
Ae = 1, n & 60, and¢; = 1000. n ~ 60, and . = 1.

instability in the UQS mobility-management scheme. Sincedatabases are always available. The curves in this figure are
relates to the quorum size, which in turn affects the cost @éry similar to those in Fig. 5, indicating thatsa of 0.005 or
location updates; andZ), are not independent of each other ifess has no significant effect on the cost of the system.
optimizing Ciota1- As the location-update frequency decreases, The effect of a largep. (p. = 0.01) is shown in Fig. 9.
which leads to larget, and hence largeE,ss as shown in Comparing this with Fig. 8 we see that for< 4, both cases
(10), the optimalr increases to protect the mobile locatiomive similar cost, with a slightly higher cost incurred when
information. This is demonstrated in Figs. 4-12. For exampie = 0.01. However, whenr > 5, the performance of the

in Fig. 5, for7,, = 0.1 and 0.3, the optimal isr = 2; for system with highep. severely degrades, indicating that UQS’s
1, = 1, the optimal isr = 4; and for1,, > 10, the optimal with larger+ have lower worst-case quorum availability. The

isr =7 minimal cost is achieved for the same valuesigf but a
A oL slightly smallerr.
C. The Effect of Availability on Cost Optimization Fig. 10 shows a case where the databases are inaccessible

The availability of a complete quorum upon location update€% of the time. In this case, the UQS scheme performs poorly
and queries depends gn. Figs. 8-10, along with Fig. 5, with all 7}, and r.
demonstrate the effect gi. on the optimalZ,, andr. All
system parameters are the same as those in Fig. 5, except'?na-{
pe assumes values of 0, 0.005, 0.01, and 0.1. Figs. 11 and 12, along with Fig. 8, demonstrate the effect
Fig. 8 represents an ideal case, where a detached loohthe cost due to lost calls on the optimization ‘5f and
tion database reattaches or is replaced immediately, thusrallAll the system parameters are the same in these figures,

he Effect of Call-Loss Penalty on Cost Optimization
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Fig. 13. Optimization oven, T, = 1, A. = 1, ¢; = 1000, andp. = 0. Fig. 14. Optimization overn, 7, = 1, A = 1, ¢ = 1000, and
pe = 0.005.

except that; assumes values of 100, 1000, and 10 000. These
figures suggest that call-loss cost is the weight that shifts thg present in the next section a scheme that partitions the net-

joint optimization overZ}, andr. With low call-loss cost, the work nodes to maintain the efficiency in mobility management.
system is optimal when the periodic update frequency is low

and the quorum intersection is small, as shown in Fig. 11. With V. AD Hoc NETWORK PARTITIONING
higher call-loss cost, the optimal point shifts toward higher

update frequencies and largeras shown in Fig. 12. In practice, the number of location databases iradrhoc

network is usually determined by conditions other than the
) ) o UQS, such as the mobile host loading limitations or security
E. The Selection of UQS Size and the Cost Optimization o0 irements. As shown in Section IV, the optimal UQS size
From the UQS constructions in Section IIl, the quorum size* is usually small. For the case that the actual number of
k is not fixed for a givenr. Sincek is proportional to the databases is larger than the optimal UQS size, we propose
location-update cos€ .1 generally decreases Aslecreases, to partition the databases into groups of approximate 1size
provided thatp. is small enough so that the availability ofeach forming the optimal UQS, and each responsible for the
quorums does not significantly affect the total cost. Sihcelocation management of a logical partition of the network
also reflects the total number of databases in a UQS, smaliedes.
UQS'’s generally are more desirable in reducing the total cost.The partitioning of the network nodes can be accomplished
Fig. 13 verifies this with plots of total cost versusfor by calculating modulop of the mobile ID numbers, where
different UQS sizes:. The system parameters &f¢ = 1, p is the number of partitions. Each partition manages:an
1, =1, A, = 1, ¢ = 1000, and p. = 0. The sizes of node backbone, forming the optimal UQS with tkielocation
the UQS'’s are, respectively, = », n = 16, n ~ 60, and databases, which store only location information of the mobile
n & 256. Here we see that the minimum is achieved by thosts within the partition. Alp backbones are inter-connected,
smallest UQS that has the intersectionrof 6. With close i.e., every node in one backbone has a route to every node in
inspection, we see that this is the degenerative case whamether backbone, so that location update and query messages
n =k =r =6 andm = ¢ = 1, which is also the “adaptive can be sent across the entire network.
HLR” case described in Section I. Fig. 15 illustrates arad hoc network, which requires 12
As the inaccessible probability of the location databaséscation databases, partitioned into two parts, each with a back-
changes, so does the optimal Fig. 14 shows plots of the bone of six nodes. The solid circles represent nonbackbone
cost optimization over andn in a network with the same nodes that belong to the same partition as the square backbone
parameters as those in Fig. 13, except thatis raised to nodes, and the dotted circles represent nonbackbone nodes
0.005. The plots suggest that the UQS’s with approximatetlgat belong to the same partition as the triangular backbone
16 databases give the lowest cost. Thus, in the case wheogles. In this case, sind@ is the nearest location database
some nodes are inaccessible for even a very short time, whiobm A, the location of noded is defined ag2, although A
is extremely common irad hoc networks, the general UQSand 2 are not in the same partition. Whe# performs an
scheme outperforms the “adaptive HLR” scheme. update, it contacts2, which recognizes thatt belongs to the
The optimal number of location database, based on tteguare” partition and relays the location information.Afto
above analysis of the cost of mobility management, is gea-(“square”) quorum, e.g{al, a4, a5}. When B initiates a
erally quite small. However, for many reasons, a network magll to A, it contacts the nearest location databagewhich
require more than this optimal number of location databaseandomly queries a “square” quorum, e ful, a2, a3}. Since
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location updates and the penalty due to call loss. We also inves-
tigate how the network traffic and mobility patterns, location
database stability, and the relative cost of call loss and location
update, affect the optimization of the quorum constructions and
the mobile periodic location-update frequencies.

The optimal virtual-backbone size based on mobility-
management cost is usually small compared with the network
size. Therefore, maintaining the virtual backbone incurs
relatively small overhead in terms of network bandwidth
and computation resources. What we gain is a quorum
system storing the network node-location information which,
compared with simply multicasting every node’s location to
every other node, provides a higher degree of stability and
security in mobility management. This is especially so in the
Fig. 15. Network partition. Reconfigurable Wireless Networks [3], where the network

span is large and the topology change is frequent.

We have shown that the “adaptive HLR” scheme based on
al has the current location of, namely the ID of2, it sends a dynamic virtual backbone is a limiting case of the UQS
this information back td4 and henceB. scheme. The numerical results indicate that, in the pracital

With negligible overhead in accessing interpartition qudiocnetwork environment where nodes swing in and out of the
rums, this scheme allows the selection of the optimal UQ®twork, the general UQS scheme outperforms the “adaptive
that achieves minimal cost of location updates and cost dueHbR” scheme.
lost calls. For example, assuming traffic and mobility pattern The numerical analysis suggests that, in the UQS scheme,
parameters as those in Fig. 14, suppose that the location setliermobile hosts in aad hocnetwork should employ periodic
loading requirements in aad hocnetwork demand 64 location location updating when the network node mobility is compa-
databases. When all of the databases are used to form a quoraiohe to the call arrival rate. The periodic update frequency, in
system, the minimal total cost for mobility management igis case, should also be comparable to the call arrival rate.
approximately 80[c,/mobile/unit timg. If we partition the ~ Among UQS'’s with similar number of databases, the ones
network nodes into four groups with 16 location databaseswéth more overlapped databases should be used for systems
minimal total cost of 304,/mobile/unit time] can be achieved.with higher location database failure rate, less frequent location

However, partitioning compromises some distributive feapdates, or heavier call-loss penalties, and vice versa. Within
tures of quorum systems, such as independent numberiRg intervals of parameters under consideration in the analysis,

and system security. Therefore, the truly optimal size @he optimalr typically ranges from two to six, with = 1 or
partitioning of the system may depend on other considerationss> 7 only under extreme conditions.

rather than the mobility-management cost alone. Short periods of databases being inaccessible, .gs
0.01 in our analysis, do not significantly alter the joint opti-
VI. CONCLUSION mization of periodic location updates and quorum intersection

size. However, as the probability that a database is inaccessible

Duplication and distribution of mobile host location infor- ) .
mation is the key to mobility managementad hocnetworks becomes higher, the UQS performance degrades, especially for

whose connectivity is inherently unstable due to the lack §10S€ With large quorum intersection, i.e.2 5.
pre-existing fixed infrastructures. In this paper, we introduce W& @lso show that for the same number of databases at
the UQS and propose a scheme in which mobile locatiGhlorum intersection, a smaller UQS gives lower totgll cost,
databases form a virtual backbone arranged into a UQS, dfgvided that such UQS has relatively low probability of
where copies of the location information of a mobile cafystem-wide failure due to the absence of a complete quorum.
be stored and retrieved in a random and distributed fashic}{nce & network may have larger than the optimal number of
Since the virtual backbone is dynamically maintained, adapti¢@tabases, we propose a scheme which partitions the network
to network traffic and mobility patterns, and an updating dtodes into groups where the databases can form the optimal
querying mobile host randomly chooses any accessible quor@kPrum system. This ensures the efficiency of the UQS scheme
of location databases, the system is robust against databBsi&rms of mobility management, while allowing the virtual
failures, which is characteristically frequent in @ hoc backbone to perform other network functions.
network. Future work on the UQS scheme includes computing a
The duality between UQS and BIB has been demonstratiéghter lower bound of quorum availability and investigating
here. Constructions of UQS's are proposed through familiegher forms of virtual-backbone arrangement that are suit-
of BIB designs. A framework is presented for evaluatioable for mobility management. The practical aspects of the
of the cost of location management using UQS’s. We shoguorum system mobility management in the multiple service
how the quorum size and the number of databases at quompravider environment, such as resource sharing and provider
intersection affect the tradeoff between the cost of duplicatediependent bill generation, also need to be addressed.
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APPENDIX

The following is the derivation of the probability density
function of the time intervall’ between a call arrival and the
immediately preceding periodic update.

Call arrivals are assumed to be Poisson with patel et N
be the total number of call arrivals within an inter-periodic-
update interval, of lengtti},, during which a call arrives.
Suppose this is thé&th call arrival since the last periodic
update. Leff}, be the time interval between this call arrival and
the last periodic update. Further, defiNét) as the number of
call arrivals within a time interval of length Given N = n,

T}, has the conditional probability distribution

PI‘{TkSt|N=7’L}

=> Pr{N(t) =1| N(T,)) = n}
=k
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The probability that a call arrival is théth one is1/N,
given that there areV call arrivals within the inter-periodic-
update interval. Therefore, the conditional density function &7
T, given N = n, is

NE

(13)
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1 11
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Substitutingm = I — 1, we have
1d &= n-1 . (18]
fT(t|N:n):ﬁd_Z <7’L )trn(T t)n m l't
L
=——(t+T,—t)" 't
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=7 (15) 22
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Finally, the density function of” is given by
fr) = frt| N=n)Pr{N=n|N =1}

n=1
1 oo

:Tp;Pr{szNz 1}
1

= 1
7 (16)
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