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Abstract—in this paper, we study the performance of route over a wide range of coverage areas, node densities, and node
query control mechanisms for the Zone Routing Protocol (ZRP) velocities.
for ad hoc neworks. ZRP proactively maintains routing infor- This potentially wide range afd hocnetwork operating con-
mation for a local neighborhood (routing zone), while reactively figurations poses a challenge for developing efficient routing
acquiring routes to destinations beyond the routing zone. This . )
hybrid routing approach can be more efficient than traditional ~Protocols. On one hand, the effectiveness of a routing protocol
routing schemes. However, without proper query control tech- increases as network topology information becomes more de-
niqutesl’tthfef' ZRP cannot provide the expected reduction in the tailed and up-to-date. On the other hand, iradrhocnetwork,
control traffic. ; o
. the topology may change quite often, requiring large and fre-
O.ur proposed query control schemes gxpl0|t the structure of the quentpexcfggngeg of da?a {:‘mong the net\(/]vork godegs This is in
routing zone to provide enhan_ced detection ano! prevention of over- dicti th the f h il und i the wi Il
lapping queries. These techniques can be applied to single- or mul- contradiction with the fact that all updates in the wireless com-
tiple-channel ad hoc networks to improve both the delay and con- munication environment travel over the air and are costly in re-
trol traffic performance of ZRP. Our query control mechanisms  gources.
allow ZRP to provide routes to all accessible network nodes, with Existing routing protocols can be classified eitheipasac-
less control traffic than purely proactive link state or purely reac- tive or asreactive Proactive protocols attempt to continuousl!
tive route discovery, and with less delay than conventional flood luate th ! ithi tE work l’?h twh i ‘
searching. evaluate the routes within the network, so that when a packe
i . needs to be forwarded, the route is already known and can be im-
Index Terms—Ad hocnetwork, bordercast, hybrid routing, . T . .
proactive routing, query control, reactive routing, routing pro- mediately used. Early apphc.atlons of proactive routing schemes
tocol, routing zone, zone routing protocol, ZRP. for ad hocnetworks were Distance Vector protocols based on
the Distributed Bellman-Ford (DBF) algorithm [1]. Modifica-
tions to the basic DBF algorithm (i.e., [2], [4] and [12]) were
proposed to address inherent problems of convergence and ex-
N AD HOCnetwork is a self-organizing wireless networlkcessive traffic (both of which can be quite severadhhocnet-
made up of mobile nodes and requiring no fixed infraworks, where bandwidth is scarce and topologies often very dy-
structure. The limitations on power consumption imposed Ifamic). The convergence problem was also addressed by the ap-
portable wireless radios result in a node transmission range thlgation of Link State protocols to thaed hocenvironment (a
is typically small relative to the span of the network. To prorecent addition being the Optimized Link State Routing (OLSR)
vide communication throughout the entire network, nodes gpeotocol [7]). In general, Link State protocols converge faster
designed to serve as relays if needed. The result is a distributean Distance Vector protocols, but at the expense of signifi-
multi-hop network with a time-varying topology. cantly more control traffic. Motivation to both improve protocol
Becausead hocnetworks do not rely on existing infrastruc-convergence and to reduce control traffic has led to the develop-
ture and are self-organizing, they can be rapidly deployed to proent of proactive path finding algorithms, which combine fea-
vide robust communication in a variety of hostile environmenttires of the Distance Vector and Link State approaches. Each
This makesad hocnetworks very appropriate for providing tac-node constructs its minimum spanning tree based on knowledge
tical communication for military, law enforcement, and emeof its neighbors’ minimum spanning trees and the link costs to
gency response effortdd hocnetworks can also play a roleeach neighbor. Realizations of the path finding algorithms, like
in civilian forums, such as the electronic classroom, conventitie Wireless Routing Protocol (WRP) ([9] and [10]), are able to
centers, and construction sites. With such a broad scope of apgliminate the “counting-to-infinity” problem and to reduce the
cations, it is not difficult to envisiomd hocnetworks operating occurrence of temporary loops, often with less control traffic
than traditional Distance Vector schemes.
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On Demand Distance Vector (AODV) [13] protocols unicast the
route reply back to the querying source, along a path constructed
during the route query phase. In the case of DSR, the routing
information is accumulated in the query packet and the com-
plete sequence of nodes is returned to the source (to be used
for source routing). AODV, on the other hand, distributes the
discovered route in the form of next-hop information stored at
each node in the route. The on-demand discovery of routes can
resultin much less traffic than standard Distance Vector or Link
State schemes, especially when innovative route maintenance
schemes are employed. However, the reliance on flooding may
still lead to considerable control traffic in the highly versatite
hoc networking environment.

The advantage of the proactive schemes is that route infor-
mation is available when needed, resulting in little delay prifg. 1. A routing zone of radius 2 hops.
to data transmission. In contrast, reactive schemes may produce

significant delay in order to determine a route when route infor- - . . .
mation is needed. but not available. of nodes whose mimum distance m hops from the node in

Routing schemes, whether proactive or reactive, require soﬂﬂae_suos |ts_[;r?rteai rt]han da pargrtne_ter_treferred tot_as Hne A
exchange of control traffic. This overhead can be quite Iarge_riﬁ us Note that each node maintains 1ts own routing zone. An

ad hocnetworks, where the topology frequently changes. R(L_Ejgportant conseguence, as we shall see, is that the routing zones

active protocols produce a large amount of traffic by effectivefg/f ngghponng nodes over_Iap. . :
flooding the entire network with route queries. The combina- Fig. 1 llustrates thg routing zone concept with a routing zone
tion of excessive control traffic and long route query respon rad!us 2 hops. This particular routing zone belqngs to node
time rule out pure reactive routing protocols for real-time cony-’ which we refer to as theentral n,odeof _the routing zone.
munication applications. Pure proactive schemes are likew 8deSA tr_lroughK are members of’s routing zone. NOdé’.’

not appropriate foad hocnetworks, as thegontinuouslyuse a owsaver, 'S three hops away froffy and is therefore C.)UtS'de
large portion of the network capacity to keep the routing infoFZf 5’ routing zone. An important subset of the routing zone

mation current. Proactive protocols tend to distribute topolo odes is the collection of nodes whose minimum distance to the

ical changes widely in the network, even though the creation/ eqntral node isxacily equal to the zone radius. These nodes

struction of a new link at one end of the network may not be¥® aptly namegeripheral nodesin our example, nodeS—K

significant piece of information at the other end of the networf © penpher al nodes of node We typically illustrate a routing
zone as a circle centered around the central node. However, one

Furthermore, sincad hocnetwork nodes may move quite fast, Ik in mind that th isnotad inti f ohvsical
and as the changes may be more frequent than the route requgg%u €ep inmindihatne zone IS nota description of pnysica

most of this maintained routing information is never used! Th Istance, but rather nodal cor_mectmty (hOP.S)' )
results in further waste of the network capacity. The construction of a routing zone requires a node to first

know who itsneighborsare. A neighbor is defined as a node
with whom direct communication can be establishedand
II. THE ZRP—A SHORT OVERVIEW is thus one hop away). Identification of a node’s neighbors

The behavior of purely proactive and reactive schemes siigay be provided directly by the media access control (MAC)
gest that what is needed is a protocol that initiates the route-@gotocols, as in the case of polling-based protocols. In other
termination procedure on-demand, but at limited search codtses, neighbor discovery may be implemented through a
Our protocol, th&RP([5] and [6]), is an example of such a hy-SeparatéNeighbor Discovery Protocol (NDPBuch a protocol
brid reactive/proactive scheme. On one hand, it limits the scopy@ically operates through the periodic broadcasting of “hello”
of the proactive procedure only to thede's local neighbor- beacons. The reception (or quality of reception) of a “hello”
hood. As we shall see, the local routing information is frequentlpeacon can be used to indicate the status of a connection to the
referred to in the operation of ZRP, minimizing the waste ass@eaconing neighbor.
ciated with the purely proactive schemes. On the other handNeighbor discovery information is used as a basis for proac-
the search throughout the network, although global, can be péfe monitoring of routing zones through the IntrAzone Routing
formed efficiently by querying selected nodes in the network, &otocol (IARP). IARP can be derived from globally proac-
opposed to querying all the network nodes. We proceed with Be Link State routing protocols that provide a complete view

introduction of the routing zone concept and a brief overview &f network connectivity (for example, the Shortest Path First
ZRP architecture. OSPF). The base protocol needs to be modified to ensure that

the scope of the route updates is restricted to the radius of the

A. Routing Zones and Intrazone Routing 1The determination of a direct connection between two nodes is typically
In ZRP, a node proactively maintains routes to destinatioB&sed on measurements of link quality, such as received signal power, bit error
L . . . rate (BER), signal-to-interference ratio (SIR), link stability, etc. The application

within alocal neighborhood, which we refer to asating zone of the network often determines the minimal level of link quality to support a

More precisely, a node’s routing zone is defined as a collectidifect connection between two nodes.
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node’s routing zone. In this paper, IARP is based on a simple,
timer-based, Link State protocol. To track the topology bbp
routing zones, each node periodically broadcasts its link state
for a depth ofp hops [controlled by a time-to-live (TTL) field

in the update message].

B. Interzone Routing

Whereas IARP maintains routes to nodes within the routing
zone, thelntErzone Routing Protocol (IERP¥ responsible
for acquiring routes to destinations that are located beyond
the routing zone. IERP uses a query—response mechanism to
discover routes on demand.

IERPisdistinguishedfromstandard flooding algorithms by ex-
ploiting the structure ofthe routing zone, throughaprocessknowig. 2.  An example of IERP operation.
asbordercastingBordercasting is a packet delivery service that

allows anodetoefficiently send amessagetoits peripheralnodes.

ZRP provides this service through a component called the BSIESE returned routes can be determined based on hop count (or
dercast Resolution Protocol (BRP). In its simplest form, bordefny other path metr%caccumula;ed dlurlngdtr;e prgpagahtlon ?f_
castingcould be implemented through network layer multicasin® duery). The best route can be selected based on the relative

ting of messages to peripheral nodes. This approach preventsHglity of tr;]e route (i.e., chloosg éh? route with the smallest hop
routing protocol from accessing route query messages until trf‘éi}‘m’ or shortest accumulated delay).

arrive atthe edge ofthe routing zone. Aswe will show later, proper ]
control of the route query process requires that the routing pfe- Constructing the Bordercast Tree

tocol monitor and relay query messages drop-by-hogbasis. In ZRP, efficient route discovery is based on a routing zone
The network layer is used to deliver query messages to a sebabed packet delivery service called bordercasting. Rather than
downstream neighbors identified by the BRP. blindly broadcasting a route query from neighbor to neighbor,

An IERP route query is triggered at the network layer, whemordercasting allows the query to be directed outward, via mul-
a data packet is destined for a node that does not lie within fisast, to a set of surrounding peripheral nodes. Execution of
routing zone& The source generates a route query packet, whiahbordercast requires construction of a bordercast tree, from
is uniquely identified by a combination of the source nodeishich packet forwarding instructions for each tree member can
ID and request number. The query is then bordercast to all the extracted. Since a complete bordercast tree extends from a
source’s peripheral nodes. Upon receipt of a route query packebt node to all its peripheral nodes, only the root has suffi-
a node adds its ID to the query. The sequence of recorded nai#nt topological knowledge to construct this tree. This implies
ID’s specifies araccumulated routérom the source to the cur- that the root constructs its bordercast tree on behalf of all tree
rent routing zoné. If the destination does not appear in thenembers, appending forwarding instructions to the route query
node’s routing zone, the node bordercasts the quétyperiph- packet [Fig. 3(a)]. Thisoot directedapproach adds a per packet
eral nodes. If the destination is a member of the routing zonepwerhead that increases more than linearly with the zone radius.
route replyis sent back to the source, along the path specified e increased query packet length works against the expected
reversing the accumulated route. As with standard flooding aéduction in query packets, obscuring the benefits of a hybrid
gorithms, a node will discard any replicated route query packatoactive/reactive routing strategy.
of a query that it has previously encountered. In order to support adistributed bordercast, an interior

An example of thisRoute Discovenprocedure is demon- member of a bordercast tree must be able to independently
strated in Fig. 2. The source nodeprepares to send data toreconstruct that bordercast tree. To achieve this, each node must
the destinatioD. S first checks whetheb is within its routing proactively track the topology of a region that extends beyond
zone. If so,S already knows the route to node Otherwise,S its own routing zone, and encompasses all routing zones for
sends a query to all its peripheral nodés (7, andH). Now, in  which it is an interior member. Specifically, if an interior
turn, each one of these nodes, after verifying thas notinits bordercast tree member (up go- 1 hops from the tree’s root
routing zone, forward the query to its peripheral nodes. In parede) is to construct the entigehop tree, then that node needs
ticular, H sends the query t&, which recognizesd) as being to proactively track the topology of@a+ (p — 1) = 2p— 1 hop
in its routing zone and responds to the query, indicating the faxtended routing zonfFig. 3(b)]. Maintaining an extended
warding path:S—H-B-D. routing zone adds extra load to the proactive IARP, but pre-

A nice feature of this route discovery process is that a singierves the expected savings in reactive route discovery (IERP)
route query can return multiple route replies. The quality afaffic. Thus, the distributed bordercast upholds the desired

overhead tradeoff between locally proactive and globally

2Remember that a node knows the identity, distance to, and a route to all W@Ct've routing components.

nodes in its zone.

3Because each node maintains a routing zone, interzone routes can be speci-
fied as a sequence of nodes separated by a distance equal to the zone radius4Typical path metrics include hop count, delay, capacity, etc.
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Fig. 4. ZRP architecture.
D. ZRP Architecture incoming route queries. The route responses are then relayed

The relationship between ZRP component protocols is illugack to the query source through network layer unicast.
trated in Fig. 4. The proactive maintenance of the routing zone! "€ refationship between IARP and IERP may, at first, give
topology is performed by IARP, through exchange of route UH]e impression that ZRP is a _hl_erarchlcal routing protocol. In
date packets. Route updates are triggered by the MAC-lef@$t, ZRP bears only a superficial resemblance to such proto-
NDPs which notifies IARP when a link to a neighbor is esCols. Hierarchical routing relies on the strategic assignment of
tablished or broken. IERP reactively acquires routes to nodd&ieways or landmarks [] to establish a hierarchy of subnets for
beyond the routing zone using a query-reply mechanism. |[EfE entire ne‘gworIQ.Access to a subnet is provided through that
forwards queries using the BRP’s bordercast packet delivefyPnet’s assigned gateway or landmark. As a result, two nodes
service. Bordercasting leverages IARP’s up-to-date view of tHat belong to different subnets must send their communication
local topology to efficiently guide route queries away from thP the hierarchy to a subnet that is common to both nodes. This

query source. IERP also uses IARP’s local routes to respond tegateways or landmarks must be assigned in such a way that every node is

able to access every level of the hierarchy. Furthermore, in order to guarantee

5If a neighbor discovery service is not provided by the MAC layer, then ZRBommunication between any two network nodes, there must be a “top” subnet
provides its own neighbor discovery. or landmark which is accessible/visible by all network nodes.
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Fig. 6. Query Detection (QD1/QD2).

Fig. 5. Guiding the search in desirable directions. each node is able to identify surrounding regions that have al-
ready been covered by the query. Nodes can steer queries away

constraint often leads to sub-optimal routes. In contrast, accgésfn those areas by early termination of stray messages, encour-

X . . X ing the search to proceed outward. In some cases, delaying the
to a ZRP routing zone is provided not through a single gatew g P utw ying

or landmark, but through the “best” of the multiple peripherab i ré)é tae(/rgllgzg?eno%rsgr?z?ig?t;oé:t;?tn ?eizngzg%?tigagﬁeqﬂg;
nodes that define the extent of the zone. Communication beyocn(;ﬁverage

a routing zone is passed across overlapping routing zones in a '

peer-to-peer manner, rather than up to a higher tier with broager query Detection (QD1/QD2)

coverage. As a result, the routing inefficiencies associated with
hierarchical routing protocols are avoided in ZRP, permittin

optimal routing to a destination. Furthermore, this results in 3 P i la d q the ability of nod
increase in the reuse of the wireless spectrum. In this sens@ﬂ?ry' reventing query overlap depenas on the ability of nodes

is more accurate to categorize ZRP as a flat, rather than hie'lgrgetect local query relaying activity. Clearly, a bordercasting
chical, routing protocol ' node is aware that its own zone has been queried. If the query

message were relayed from a bordercasting node to its periph-
eral nodes via IP, the query would travel through the routing
zone, undetected by ZRP. By using BRP to direct the query, hop

ZRP is based on the idea that querying can be performed mbygehop along bordercast trees, all relaying nodes in the tree are
efficiently than flooding by directing route requests to targetble to detect the query (QD1). In single-channel networks, it is
peripheral nodes. However, because neighboring routing zopessible for queries to be detected by any node within the trans-
heavily overlap, each node may forward a route request multiptession range of a relaying node. This extended query detection
times, resulting in more control traffic than flooding. To preeapability (QD2) can be implemented by means of IP and MAC
vent this from happening, the query termination and query fdeyer broadcasts.
warding strategies used in traditional flooding algorithms needFig. 6 illustrates both levels of advanced query detection. In
to be properly extended for use in the routing zone architectutieis example, nod¥ bordercasts to peripheral nodésZ. The

In order to understand the cause of the ZRP control traffistermediate relaying noded,(X, L andX) are able to detect
problem, it is important to stress one of the key features tife query through QD1. Using QD2 “eavesdropping,” ndde
the routing zone: when a node bordercasts a query, the nods’'able to detecf’s query transmission, even thoughdoes not
entire routing zone is effectively covered by the query. Frolmelong toY’s bordercast tree. QD2 offers a high level of query
this perspective, excess route query traffic is the result of queatgtection, but does not guarantee that the entire routing zone
messages returning to covereanes(as opposed toodesin  will be informed. In this example, nod& does not overhear
the case of simple flood searching). Thus, the design objectibe query message and is thus unaware that ddderouting
of query control mechanisms should be to reduce route quegne is covered by the query.
traffic by directing query messages outward from the query At a minimum, the query detection scheme needs to record
source and away from covered routing zones (Fig. 5). the query source node’s address and query idQuery Detec-

In this section, we introduce a collection of query contrdion Table This {source, id} pair is sufficient to uniquely iden-
mechanisms that meet the basic design objectives. Through téfg-all queries in the network. Other query control mechanisms
vanced query detection and knowledge of the local topologpay require QD to record additional information contained in

Redundant querying occurs when a query message reappears
the routing zone of a node that has already bordercast the

1. QUERY-CONTROL MECHANISMS
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the route query packet. Of particular importance is the ID of th
node that most recently bordercast the query. As we will see
the next section, this information provides valuable insight intc
the local coverage of the query, which can be used to termina
or prevent redundant queries.

B. Early Termination (ET)

When a node bordercasts a query, all nodes within its routir
zone are effectively covered by the query. Any further quenr
messages directed into this region are redundant and represe
potential inefficiency of bordercasting. In general, it is not pos
sible to guide the query perfectly outward into uncovered re
gions of the network. Fortunately, information obtained througl|
advanced query detection (QD1/QD2), combined with knowl
edge of the local topology, can support Early Termination (ET
of many query messages that otherwise would stray inward.

When a node relays a query along a bordercast tree, it Ci
safely prune any downstream branches leading to periphel
nodesinside covered regions of the network (i.e., interior
routing zone members of nodes that already have borderc:
the query). The relaying node can use the known topology ¢ @ inierior nodes of bordercasters
its extended routing zone (or standard routing zone plus cach @ peripheral nodes of bordercasters relayed to by X
bordercast trees, in the case of root directed bordericéstjor O "uncovered” nodes
routing zone members of each previously bordercast node
the Detected Queries Table. Furthermore, the relaying node
can prune a peripheral node if it has already relayed the quéig 7- ET.
downstream to that peripheral node. Relaying the same query

message to a peripheral node for a second time would not aghe js vulnerable to query overlap from nearby bordercasts. Al-
to the overall query coverage. o . though this window of vulnerability is not very large, it can be a
The ET mechanism is demonstrated in Fig. 7. NGdérst  rea| problem when nearby nodes initiate bordercasts at roughly
receives a query message to relay for bordercasting Hod® e same time. This is common, especially in single-channel net-
takes advantage of its extended routing zone and QD to 'denmrks, when neighboring peripheral nodes receive a query mes-

all of Y”s interior routing zone nodes as being cover¥dhen  gage and simultaneously re-bordercast the message farther out
reconstructs”’s bordercast tree (again, based on the extendgfy the network.

routing zone) and relays the query message to two downstrearrf.his problem of “simultaneous” bordercasts can be addressed
peripheral nodes. These downstream peripheral nodes are %Iso

considered by to be covered. Late receives a second copyc)e/SZ?r:eagg}g o(ué (tghPeDt))ogjee:g;liiilIWIteha?th?()nr?err?:aQs)Er?rynzgoe-
of the query to relay on behalf of bordercasting ndtleAs 9 Y - 9P Y, 9

before, X identifies the interior nodes df’s routing zone and schedules a random delay prior to bordercast tree construction

, . , and ET. During this time, the waiting node benefits from the
reconstructsZ’s bordercast tree. According t8’s bordercast opporuNity to detect the added querv coveraae from earlier
tree, X should relay the query to two df’s peripheral nodes. bp y query 9

. . Hordercasting nodes. This, in turn, promotes a more thorough
However,X recognizes that both peripheral nodes have alrea Yuning of the bordercast tree (through ET) when it is time for
been covered (one is an interior memberG$ routing zone, fhe Wa?tin node to bordercast Incrgasin the average RQPD
and the other is a peripheral node}o routing zone that was 9 ' 9 9

already relayed to byt). Based on the ET criteria, node X ca can significantly improve performance, up to a point. Once the

prune both peripheral nodes from the bordercast tree and sar})?rdercast times are sufficiently spread out, further increases in
discard the query (?e)(ay have a negligible impact on query efficiency.

The benefit of RQPD is shown in Fig. 8. Nod&sandY are
C. Random Query Processing Delay (RQPD) peripheral nodes that share a common upstream neighbor in the

T ) ) zone’s bordercast tree. Assuming neither node is pruned from
When a node initiates a bordercast to its peripheral nodes, {jig pordercast tree through EX, andY will receive the route

_node’s routing_z_one is instantly covered by the query. Hc_""’ev‘?{uery at approximately the same time. Without RQBDand

it takes some finite amount of time for the query to make its W&y i hoth proceed to bordercast the query to their peripheral
along the bordercast tree, and be detected through the QD megles only later will both nodes determine (via QD) that their
anisms. During this bordercast propagation window, the routipg . yercasts were redundant. However, when RQPD is applied,

X andY each “back off” a random period of time with suffi-

A proof of ZRP correctness with these early termination criteria can be foufeeNtly Ia_rge mean. In this C&fiéf, schedules its bordercast far
in [6]. enough in advance df, allowingY to detectX's bordercast

Early termination of X's branch
of Z's bordercast tree into

already covered region.
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over an area of 1000 [m] by 1000 [m]. All nodes move at a
constant speed, with an initial directiosd 8, which is uniformly
distributed between 0 andr2When a node reaches the edge of
the simulation region, it is reflected back into the coverage area
by setting its direction te-é (horizontal edges) ar— 8 (vertical
edges). The magnitude of the velocity is not altered.

In the absence of a packet collision, we assume that back-
ground channel interference and receiver noise limit the trans-
mission range of packets and busy tones to a physical radius of
dymiy = 100 [m]. Within a range ofd,,,,;;, the average power
(and resulting average SIR) of the desired signal rapidly in-
crease to support reliable packet transmission. As significant
improvements can be realized through the addition of error con-
trol coding, we approximate the rapid increase of packet relia-
bility by a simple threshold packet delivery mod@ince access
to the channel has been establishadacket can be delivered
(error-free) to any receiver withid,,,;; from the transmitting
node. Receivers farther thak,,;; from the transmitting node
Y schedules bordercast after X (through will not receive the packet.

ROPD). Y detects X's bordercast and In our single-channel networks, nodes contend for the
terminates its own redundant bordercast. channel based on the Dual Busy Tone Multiple Access
(DBTMA) protocol [3]. Prior to transmitting a data packet,
a node secures access to the channel through an RTS/CTS
Fig. 8. RQPD. handshake (performed on a separate control channel). After
o _ _ ~ completing the RTS/CTS handshake, the transmitter sends the
before launching its ownX' then applies this detected query inyata packet, while simultaneously activatingransmit busy
formation to prune its remaining downstream peripheral nodgghe The intended receiver, in turn, activates a sepaesteive
(since they all lie inside of"’s routing zone). _ busy toneas soon as this data transmission is detected. The
_The use of RQPD does not necessarily result in extra roy§a| pusy tones are used to block attempts by neighboring
discovery delay. Many route discovery protocols use randgfgges to access a channel already in use. In particular, the
pre-transmission jitter to dilute the “instantaneous” channghnsmit busy tone prevents neighbors of the transmitter from
load of neighboring query retransmissions. This forwardingecepting incoming RTS requests. Likewise, the receive busy
jitter may be scheduled any time between query packgihe prevents the receiver's neighbors from initiating the
reception and query packet retransmission. In particular,Rgs/CTS handshake. This effectively prevents the “hidden
forwarding jitter scheduled after packet reception and befoggminal problem” associated with wireless channel access.
bordercast tree construction/ET effectively serves as RQPD.|,, addition, DBTMA inherently avoids the “exposed terminal
problem” by permitting neighboring nodes to transmit data
IV. EVALUATION OF ZRP simultaneously to different (and available) receivers.

The performance of ZRP was evaluated based on simulationgn contrast to the single-channel networks, we assume that
of mobile ad hocnetworks, over a range of routing zone radi¢hannel access in our multiple-channel networks is contention
(p), from purely reactive routing(= 1 hop) to purely proac- free. The underlying media access control is responsible for as-
tive routing (¢ — oo hops). Performance was gauged by me&igning each incoming/outgoing link a locally unique channel
surements of control traffic generated by ZRP and the averddf@quency, time slot, code) to avoid channel contention. Al-
response time of the reactive route discovery process. though there are no packet collisions, retransmissions are still

Measurements of control traffic are reported in terms of coRossible, as a receiving node may be busy receiving or trans-
trol traffic packets. The overall ZRP control traffic is viewedNitting another packet.
as the sum of the transmitted NDP neighbor discovery beaconsNeighbor discovery is based on the reception of HELLO
IARP route update packets and IERP request/reply packets. Tiggcons that are unreliably broadcast at the MAC layer. These
delay performance of ZRP is reflected by the initial route acquihort beacons (containing only source address) are transmitted
sition delay for each destination node. Delay is evaluated ungérrandom intervals of meadh,cacon- Zheacon IS iNVersely pro-
low-load network conditions, for a representative scenario Bgrtional to the relative node spe€tl,{acon = (dxmit/20)/v),
mobile speed = 25 [m/s] and route query rat8que,y = 1.0 SO networks with different mobility experience the same
[queries/s]. In the low-load scenario, the amount of applicati@¢ceptable level of neighbor connectivity (subject to available
traffic is negligible in comparison to ZRP control traffic. Appli-bandwidth). Neighbor connectivity is determined by the re-
cation traffic is sent in packets of 1000 [bits] and is given loweption of the HELLO beacons. If a new beacon fails to arrive
transmission priority relative to our routing control traffic. ~ Within 2 - Tj,eacon Of the most recent beacon, a link failure is

Our simulated network consists of 200 mobile nodes, whose
initial positions are chosen from a uniform random distribution 8Direction is measured as an angle relative to the positiagis.

Y and X simultaneously receive query
and bordercast. Y's detection of X's
bordercast is too late to apply ET.
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700

TwBLe - single charlmel - root directeld bordercast (RDé)
FIXED SIMULATION PARAMETERS - - single channe! - distributed bordercast (DB)
—— muitiple channel - root directed bordercest (RDB)
8061 —o— multiple channel - distributed bordercast (DB)
Parameter Symbol Value
@ 500
Number of nodes N 200 %
& 400}
2]
Network coverage area A 1000 [m] x 1000 [m] %
= 300}
Transmission radius Bemis 100 [m]
200
Transmission rate Romir 10.0 [Mbps] )
we P IRVRIRREE
........ 0‘
e e
TABLE I o 3 s 3 2 5
VARIABLE SIMULATION PARAMETERS i .
routing zone radius (p)
Parameter Symbol Values Fig. 9. IARP+ NDP traffic per route update per node.
Routing zone radius 1-10 [hops . . .
& p [hops] works with a uniform distribution of nodes, we expectthe amount
i ; 2
Node speed v 10-75 [m/sec] of intrazone cpntrol tr_afnc per no_de to kié(g ). The amount of
proactive routing traffic per node is proportional to the number of
. d_./20 nodesthatare being “tracked”inthe routingzone, and the number
Beacon period Theacon Zamie[ 77 . : “ 2
v of zone nodes is proportional to the “area”) of the zone. How-
IARP update period T 3 Toneon ever, because our network is of finite size, the resulting boundary
effect makes the dependence less than
We begin our examination of the IERP control traffic by de-
Mean route query rate R 0.1-10.0 [query/s/node . . . L
ute quety guery [query ] termining the effectiveness of the 24 possible combinations of

guery control mechanisms (see Table Il). To be considered ef-

fective, we require that the amount of IERP traffic per route dis-

reported. Because the links are bi-directional, the need for & : . : .
._covery be a decreasing function of the routing zone radius. For
more complex HELLG-I-HEAR-YOU packet exchange is y g g

liminated. Furth that neighbor di this evaluation, we consider traffic both in terms of IEBiEs
eliminated. Furthermore, we assume that neignbor dISCovelyy \Fpp packets. IERP bits reflect the amount of channel ca-
beacons are given h|ghes_t transmission _prlorlty and are . %{[city consumed by theansmissiorof all IERP control traffic,
destroyed by collisions. This prevents the inaccurate reporti ile the number of IERPacketsprovides a better indication of

of link failures for the allowe@ - Tj, window. . . . .
: cacon . the capacity required fqure-transmissiorthannel contention.
The ZRP evaluation was performed using a custom-b bactty req P

¢ dri imulator. E h network f i he relative importance of these two criteria depends on the
event driven simulator. or each network:configuration (S_%?/erall network load: channel contention becomes a stronger
Tables | and IlI), simulations were run on 50 randomly di

Yactor under higher network loads.

tributed node layouts, each for a duration of 125 s. No data Was ih RDB a?”nd DB can be effective in reducing the route
_collected for the f_|rst 5 s of the S|mu|at|_o_ns while the 'n'_t'ahiscovery packetload. However, RDB does not reduce the
intrazone route discovery process stabilized. IARP traffic ute discovery’s overabit load. The query packet increases

generated based on changes in link status detected byi Fength with respect to the zone radius due to the appended

neighbor discovery protocol. IERP route queries are t”ggerggrdercast tree map. The savings in transmitted packets is not

at a rate ofRq,.., for destinations selected from a un'formsufficient to offset the growing packet length.

random distribution of all nodes outside of the querying node’s Effective zone-based route discovery requires some

routing zone. These route_qu.eries represgnt both the iniq&lm of advanced query detection and early termination.
query performed at the beglnmr]g of a session and Subs‘eq%i'?]tgIe-channel networks also need RQPD to compensate
queries due to reported route failures. for excess re-bordercasting of query packets by neighboring
nodes. Multiple-channel networks can achieve efficient route
discovery with only QD1 and ET. The looser query control

Fig. 9illustrates the dependence of proactive intrazone contrefjuirements are due to the fact that, in a multiple-channel
packets on the routing zone radjufor various rates of network network, a node can focus its query forwarding to a subset
reconfiguration. A distinction is made between the root-directed its neighbors, rather than the “all-or-nothing” alternative
bordercasting (RDB)and distributed bordercasting (DB) becatsesingle-channel networks. Of course, more efficient route
DB requires IARP to maintain an extended zone of radius- 1  discovery is possible with the addition of RQPD. Since “eaves-
hops. The increase in IARP traffic resulting from the extendettopping” is not possible in multiple-channel networks, QD2
routing zone is shown to be quite significant. For unbounded né&t-not applicable.

V. PERFORMANCERESULTS
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TABLE Il
EFFECTIVE COMBINATIONS OF QUERY—CONTROL MECHANISMS

Single Channel Multiple Channel
Advanced
Query ET RQPD Bordercasting Packets Bits Packets Bits
Detection

NO NO NO Distributed

NO NO NO Root Directed

NO NO YES Distributed

NO NO YES Root Directed

NO YES NO Distributed

NO YES NO Root Directed

NO YES YES Distributed

NO YES YES Root Directed

QD1 NO NO Distributed

QD1 NO NO Root Directed

QD1 NO YES Distributed

QD1 NO YES Root Directed

QD1 YES NO Distributed v v
QD1 YES NO Root Directed v

QD1 YES YES Distributed v v v v
QD1 YES YES Root Directed v v

QD2 NO NO Distributed N/A N/A
QD2 NO NO Root Directed N/A N/A
QD2 NO YES Distributed N/A N/A
QD2 NO YES Root Directed N/A N/A
QD2 YES NO Distributed N/A N/A
QD2 YES NO Root Directed N/A N/A
QD2 YES YES Distributed v v N/A N/A
QD2 YES YES Root Directed v N/A N/A

1o T P B N by RQPD translate to an extra 10% savings in route discovery
1000 -0~ single channel - DB / QD2-ET-RQPD ||

— muttiple channel -
—o— multiple channel -

900

DB /QD1-ET
DB /QD1-ET-RQPD

Traffic (packets)

routing zone radius (p)

Fig. 10. |IERP traffic per route discovery per node.

traffic. As explained earlier, ZRP’s impact on single-channel
route discovery is not as dramatic as multiple-channel route dis-
covery. Increasing the zone radius frem- 1 to p = 2 reduces
route discovery overhead by 152d hese effective query con-
trol combinations provide further savings as the routing zone
radius increases.

Having analyzed the behavior of the individual IARP and
IERP components, we now focus our attention on the total ZRP
control traffic [Fig. 11(a)—(i)]. The amount of control traffic de-
pends on both node mobility and route query rate. However, we
can characterize thelativeamounts of traffic based on the call
to mobility ratio (CMR) (measured as the ratio of route query
rate to node speed). As the CMR increases, the ZRP configura-
tion favors larger routing zone radii. For large CMR scenarios,
node mobility is relatively low and the cost of maintaining larger
routing zones is justified by the resulting reduction in route dis-
covery traffic. In contrast, lower CMR corresponds to relatively

Fig. 10 demonstrates the extent to which the proposed query
control mechanisms suppress redundant query traffic. In mul®we note for single-channel networks,= 1 (with or without RQPD) is

tiple-channel networks, setting the routing zonete 2 hops
results in about 50% less query traffic than floodipg< 1, no

slightly more efficient than conventional flood searching. If a node receives a
query from all of its known neighbors before making its forwarding decision, it
will drop the packet. Flood searching in single-channel networks is equivalent

RQPD). The extended query detection opportunities provide = 0 (no neighbor discovery).
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Fig. 11. (a) Total ZRP traffic per node,= 10 [m/s], Rquery = 0.1 [query/s] (CMR= 10 [query/km]). (b) Total ZRP traffic per node,= 10 [M/S], Ryuery =
1.0 [query/s] (CMR= 100 [query/km]). (c) Total ZRP traffic per node,= 10 [m/s], Rquery = 10.0 [query/s] (CMR= 1000 [query/km]). (d) Total ZRP traffic
per nodep = 25 [m/s], Rqnery = 0.1 [query/s] (CMR= 4 [query/km]). (e) Total ZRP traffic per node,= 25 [m/s], Ry = 1.0 [query/s] (CMR= 40
[query/km]). (f) Total ZRP traffic per node;, = 25 [m/s], Rquery = 10.0 [query/s] (CMR= 400 [query/km]).

higher mobility scenarios, where routing zone maintenance be4n the context of multiple-channel networks, a zone radius
comes more costly. of p = 1 hop (equivalent to flood searching) is appropriate for
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Fig. 11. (Continued.Xg) Total ZRP traffic per node; = 75 [M/S], Rquery = 0.1 [query/s] (CMR= 1.3 [query/km]). (h) Total ZRP traffic per node,= 75
[m/s], Rquery = 1.0 [query/s] (CMR= 13 [query/km]). (i) Total ZRP traffic per node,= 75 [m/s], Rquery = 10.0 [query/s] (CMR= 130 [query/km]).

150

CMR below 15 [query/km]. For larger CMR, routing zones ' " [ singk chennel - DB fGD1-ETRGPD
provide an improvement in the overall amount of routing 2 e channel DB /GDLET |
—o— muitiple channel - DB / @D1-ET-RGPD i

traffic. As an example, a network with CMR 100 [query/km]
[Fig. 11(b)] has an optimal zone radius of = 3 hops,
generating half the routing traffic of flood searching. Because 100}
bordercasting has less impact for single channels, a larger CM g
(30 [query/km]) is required to outperform flood searching.
Again referring to the example of CMR:- 100 [query/km],

an optimal ZRP configuration o = 3 outperforms purely
reactive route discovery by 10%.

The ZRP delay performance is heavily influenced by the use
of RQPD. Without RQPD, the route discovery time depends
solely on the instantaneous channel load. Compared with the a
erage traffic load, the instantaneous traffic contains a higher pe o] - - " > .
centage of reactive IERP traffic (in particular, the IERP traffic
for the current route query). Thus, the zone radius that mini-
mizes route discovery time is at least as large as the zone radigs12- Route discovery delay: low load, = 25 [m/s], Rquery = 1.0
that minimizes control traffic. Comparing Figs. 12 with 11(e),query/s]'
we find that both control traffic and delay are minimized by a
zone radius op = 3. In this example, the ZRP responds to the When RQPD is applied, the route discovery time mainly
route query 60% faster than purely reactive routing. consists of the scheduled query-processing delay. As this

Delay (m:

50}

routing zone radius (p)
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