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Simple, Practical, and Effective Opportunistic Routing for
Short-Haul Multi-Hop Wireless Networks
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Abstract—In this paper, we propose a simple and practical Zenget al. studied the upper bound of the expected one-hop
opportunistic routing algorithm, and we analyze its performance  throughput in [3], and Jacquet al. [4] provided upper bound
along a multi-hop wireless network path, while considering on the packet propagation speed in opportunistic routing.

link-level interference among the network nodes. Through ar . .
analysis, we show that our algorithm results in significant Li et al. [5] suggested a local scheduling scheme based on

improvement in throughput, especially for short-haul paths. 9raph partition, instead of global scheduling; this scheme
The proposed algorithm can be easily integrated into most significantly reduces the end-to-end transmission latemzy/

routing protocols with only minor modifications. Consequerly, computational cost. Cacciapuoti, Caleffi, and Paura [6jder
itrr]'qe l::ggmg?ﬁ profv'des a practical .a”d.effe.c“l"e approai’(h 6r 4 closed form expression for the average number of transmis-

P lon of opportunistic routing In wireless netwaks. sions for a successful delivery of a packet with the knowdedg
_ Index Terms—Opportunistic routing, throughput, capacity,  of the delivery ratios between nodes and the nodes’ préstiti
:sts-ltre]\s\llvlgrtsrference, hidden-terminal problem, multi-hop wire- - 764 | oy and Zhai [7] formulated the problem of maximum

' end-to-end throughput of opportunistic routing as a maximu
flow linear programming problem using conflict graphs which
|. INTRODUCTION express the relation of interfering links. However, mosthef
UCH research has been published on multi-hop wirgublished analytical performance of opportunistic rogtitid
less networks due to their infrastructure-less, low-costot explicitly consider the link-levélinterference among the
and ease-of-deployment features. To improve the efficieficynodes along a network path of a particular traffic flow. The
hop-by-hop routing in a wireless network, ti@pportunistic importance of this observation is in the fact that this link-
Routing scheme, which relies on the inherent broadcast natdexel interference among such nodes is highly correlated
of wireless transmissions, has been proposed and studjedtiius, could exhibits quite harmful effect on the performanc
2]. of opportunistic routing [8].

In opportunistic routing, the receiver of a transmission is As opposed to the traditional routing, there should be
dynamically chosen from among all the nodes that are ablerton-negligible improvement in throughput with opportuitis
correctly receive the transmitted packet. Typically, thigle routing employed along a short-haul multi-hop network path
will be one that is closest to the destination node. Thus, sigice the link-level interference from transmissions oé th
opposed to regular multi-hop routing (which we term hergame traffic flow is limited in such a scenario. However,
the Traditional Routing), in opportunistic routing, a packetalong a long-haul multi-hop network path, even though there
can advance larger distance towards the destination with eanight exist more opportunities for faster packet advancegme
transmission. towards the destination, throughput improvement (if any)

Even though opportunistic routing has been discussed in nsi-severely limited. This is due to the increased link-level
merous research papers, analytical studies of the perfamenainterference among the nodes serving the same traffic flow.
of the opportunistic routing scheme have been rather scarEer example, in Fig. 1, the opportunistic delivery from ndde
Furthermore, such analytical studies of the opportunistit- to node4 can be prevented by possible transmissions of nodes
ing have primarily focused on the upper bound of pack&t 5 or 6.
propagation speed through the network and on the maximumrherefore in this paper, we focus on the use of opportunistic
achievable throughput of a single transmission. For examptouting for a short-haul path in a multi-hop wireless netkvor

For such a scenario, we propose a modified, but simple and
Manuscript received September 29, 2010; revised July 111;28ccepted

August 23, 2011. The associate editor coordinating theevewf this paper prac_tlcal, oppqrtunlstlc routing algo,rlthm' and_We anaMB .
and approving it for publication was C. Xiao. maximum achievable throughput (i.e., capacity) considgri

G. Y. Lee is with the Department of Computer Science and Ewgin the effect of link-level interference. In this scenariol, thie

ing, Kangwon National University, Chuncheon 200-701, Kote-mail: lee- _ ; : ;-
gyeon@kangwon.ac.kr). nodes belong to the same short-haul path in a wireless multi

Z. J. Haas is with the Wireless Networks Lab, School of Eieatrand NOp network, along which a particular flow of packets is
Computer Engineering, Cornell University, Ithaca, NY 138BSA (e-mail: routed.
haas@ece.cornell.edu). .

The work of G. Y. Lee was supported by LG Yonam Culture Fouondat The ”etWF’rk model th.at We.assume for our anaIyS|s con-
and Kangwon National University, and also in part by Basiesee Research Sists of a linear, one-dimensional network path. Although

Program through the National Research Foundation of Kak&Ff funded this model is somewhat limited as compared with a two-

by the Ministry of Education, Science and Technology (20013951). The A .
work of Z. J. Haas was supported in part by the NSF grants nsnasl- O €VeN three-dimensional network, nevertheless, becalise

0329905 and CNS-0626751, and by the AFOSR contract numbebFo
09-1-0121/Z806001. 1We refer to “link-level interference” as the effect of onedats transmis-
Digital Object Identifier 10.1109/TWC.2011.11.101713 sion preventing another node from transmitting.

1536-1276/11$25.000) 2011 IEEE



IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, ACCEPTED FOPUBLICATION 2

Interference to

Opportunistic rel :
Delivery Opportunistic Delivery
— _— - - ~ e .
l ; /I Py
@ @ -> @ @ -) @- ->

Transmission — —— - Opportunistic Delivery

-=------5 Possible Transmission
-------------> Interference to Opportunistic delivery

Fig. 1. Link-level interference from a traffic flow with opgonistic transmission.

its simplicity, this model allows us to gain comprehensive (/= \ o
understanding of the effect of link-level interference & t
network capacity. The followings are assumptions that we us

in our analysis; Fig. 2. An example of link-level interference, where trafssion of node

. . . . . . 2 prevents node® and1 from transmitting.
« Each node is equipped with a single transmitter/receiver

and can, at any time, either transmit or receive, but not

both.
. Transmissions are packetized and channel access is bd# can transmit packets at any time. Referring to Fig. 2, if
on theRTSYCTYACK dialogue in the MAC-layer. node2 transmits to node&, then nodel should not transmit,

« For the simplicity of analysis, the ACK control packet$ince node2 cannot receive its transmission, and (to avoid the
are assumed to be Correcﬂy received by the Se%']der_ hidden-terminal problem [9]) nodeO should not transmit, since

. The data rate used for sending data packets on tike transmission could collide with the transmission of @@d
wireless channels between any two adjacent nodesN§te thatin opportunistic routing the hidden-terminaltgem
C [bps] and the probability of a packet being correctiplays a more significant role than in traditional routing.
received across one such hoppis

o The system is in steady-state.

« In general, physical-level interference strongly depen
on the actual topology of the network, the relative loca- In this section, we propose a simple, practical, and effecti
tions of the transmitters and the receiver node, and tAodified opportunistic routing algorithm for short-haul itiru
radio propagation conditions. In our model, we captufeoP paths. As shown in Fig. 3(b), we assume that n@de
the effect of the physical-level interference by assigns the destination and nod& is the source node. Using
ing the probabilitiesp; ;, of a packet being correctly traditional routing, a packet would be forwarded along the
received at nodg, while transmitted by nodée Although Path composed of the following sequenced nodég; N-2,
we consider the calculation of these probabilities te- - 3: 2, 1, 0. In the proposed algorithm, only the destination
be outside the scope of this paper, we comment tH&0deO) can opportunistically receive the packet by one of the
these probabilities could be obtained either through radig@nsmissions of the nodes on the traditional routing gatat

propagation modeling tools, or by direct measurementany time, the destination receives the packet opporteaisi
by overhearing the transmission of any prior node on the

patl?, it sends adestination ACK to the other nodes on the
path. When nodeé (1 < i < N — 1) receives the destination
ACK, it discards the packet that it received from nddd.

A. The maximum throughput of the traditional routing A node retransmits a packet only if it did not receive an

Since the average number of transmissions required for g/ Neither from the next node nor from the destination.
successful packet transmission between two adjacent nofle§0de that received a packet from the previous node, but
is 1/p, the maximum throughput between two neighbors did not hea_r an ACK from th_e destlnatlon, will send an _ACK
p-C. For a two-hop path, the maximum throughpupi<’ /2, to the previous node (allown_wg the previous node to discard
because the source and the next node on the path carfitPacket) and will transmit the packet to the next node
transmit at the same time. If the source and the destination 8" the path. Each time that a node transmits the packet, the
three or more hops apart, the maximum throughput degradigstination has an opportunity to receive the packet and, by
to p - C/3. This is a result of the fact that, in this Case'sendmg the destination ACK, to stop further transmissibn o

only one node among any three consecutive nodes on A8 Packet by the other nodes on the path. Any duplicate
packets received at the destination are discarded.

535', The proposed algorithm

II. SIMPLE AND PRACTICAL OPPORTUNISTICROUTING
FOR SHORT HAUL MULTI-HOP PATHS

2This is a very reasonable assumption due to the small sizeeoACK
packets and the fact that the control packets should bentitted at the 3The ACK is also sent by the destination, if the packet is setkithrough
lowest signaling rate. Thus, ACK control packets are uhjike be lost. non-opportunistic reception from node 1.
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(b) N-hop path

Fig. 3. Reception model of the proposed opportunistic ngutilgorithm.

C. Maximum throughput analysis of the proposed algorithm  nodel. Therefore,
P2.0

As per Fig. 3, we defind; to be the throughput, excluding Too = 1 T, and
retransmission (often referred to as “goodput’), at node P20 + (L= pao)pas
i and T; 4 to be the maximum throughput, excluding T, (1 —p20)p21 T. (1)

retransmission (i.e., “maximum goodput”), at node We 2o+ (1—p2o)p2n

defineT; ; to be the net throughput, excluding retransmission
from node: to node;. We also defineB; to be the throughput, ¢, node2, thereforeT, | — T1. Thus B, can be expressed
including retransmissions, from nodeand p; ; to be the in terms of T as B o T Furthermore. since
e . ! . 1 2 — (1*?’2,0)1’2,1. . ) ]
probability of successful delivery of a packet transmittsd 0 < By + By < C. T, achieves its maximum value of
node: and received by nodg, when there is no dominantTQ_ = pro- P20+ (1—ps.0)pat .C whenB; + By = C
physical-level interference from other nodes. We assurae th =" 7 prot(=pz0)p2a
the signal from nodeg at node0 is significantly stronger than The Three-Hop Path Case

the signal from any nodé at nodeO, for i > j. This means

' Since nodel forwards to node) all the packets received

Let us consider the three-hop path case (the right scenario

in Fig. 3(a)). When the source node (nodg transmits a
rr&acket, nodé receives it correctly with probabilitys . The
probability that noded does not receive the packet and node
2 receives it correctly ig1 — ps o)ps,2, in which case nodé@
forwards the packet. Note that when nd@lgansmits, nod@

and nodel should remain idle to allow nod2 to receive the
The One-Hop Path Case transmission. Since the probability of successful fonireyd

For one-hop path (the left scenario in Flg S(dﬁ,: Tl,O of a packet from nod8& is P30+ (1 —p3,0)p3,2, therefore, we
and B; = Ti/p1o. Since0 < B; < C, Ty achieves its have B; = T

nodej is received at nod8 with p; o, while the transmission
from nodei is lost. The idle probability of node, F;, is
given by F; = (C — B;)/C.

3
p3,0+(1—p3,0)p3,2 "

maximum value ofl% y.. = p1,0C When B, = C. The ratio of probabilitieg; o to (1 — p30)ps2 equals the
ratio between the following two throughputs: the throughpu

The Two-Hop Path Case from node3 to node0 and the throughput from nod to
Let us consider the two-hop path case (the middle scenaniode2. Therefore,

in Fig. 3(a)). When the source node (nodg transmits a P30

packet, node0 receives it correctly with probabilitys g. T30 = P _'p3 0)p32T3 and

The probability that nod® does not receive the packet and ’ (1- ) o

node 1 receives it correctly i1 — pa)ps.1, in which case Ts.0 P30)P32 (2)

node1 forwards the packet to node Note that when node P30+ (1 —p30)ps2

2 transmits a packet, node should remain idle. Since the Since node2 forwards all the packets received from node

probability that a packet from nod&is successfully forwarded 3, thereforeT; » = T». Thus B; can be expressed in terms

IS pa,o + (1 —Pz,o)pz,l,_t_h_en we haveBy = Zer(ITW of T} as B; = (171;23,’(;?((11:;722),00));732),21172,1Tl.. Furth_ermore, since
The ratio of probabilitieds o to (1 — p2o)p21 equals the 0 < By + By + Bs < C, T3 achieves its maximum value as

ratio between the following two throughputs: the throughpds .., WhenB; + B2 + Bs = C.

from node2 to nodeO and the throughput from nod2 to
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The Case of a Path Over Three-Hops Long « Slotted operation: all that nodes that have a packet to
We consider now the case whéw > 4, as in Fig. 3(b). transmit, contend for the channel access by transmitting

First, we assume thd,, = F,,_3F,_4...F; to approximately their packets at the beginning of a slot.

denote the probability that noddsthroughn-3 are all idle « Only the source node generates packets and sends the

when noden transmits a packet. When node (n > 3) packets to the destination through the intermediate nodes.

transmits a packet, nodereceives the packet correctly with « The source node always has packets to transmit.
probability p,, o - Q. The probability that nod® does not « Throughput is calculated by

. . . . Total number of packets from the source node delivered talé@stination node
receive the packet and nodel receives it correctly ig1 — Total Fumber of SIos :

Pn.0@n)Pn.n—1, in which case node-1 forwards the packet we developed two simulation models, one is “pre-arranged
to noden-2. Note that when node transmits a packet, nodespgde selection model” which is to get the maximum
n-1 and n-2 should remain idle to allow node-1 to receive throughput and the other is “random node selection model”
the packet. Since the probability of a successful forwaydifyhich reflects the actual channel access operation.
of a packet from node is p, 0Q»n + (1 — Pn,0Qn)Pn.n—1,
Ty .

therefore,-we haves, = Pr0Q@ut A—pn0Qu)Pnn 1’ The Pre-Arranged Node Selection Model

The ratio of probabilities,,0Qn 10 (1 — pn,oQ@n)pn,n—1 To achieve the maximum throughput and to allow for some

equals the ratio between the following two throughputs: th@ndomness in selecting the transmitting nodes, the channe
throughput from noder to node0 and the throughput from access by nodes is made as follows:

noden to noden-1. Therefore,

1) During each time-slot, a node with the most packets to
transmit from among the first three nodes (including the

_ Pn,0Qn source) - lets call them nodés k£ + 1, andk + 2 - is
Tho= T, and .
’ DPn0@n + (1 — P oQn)Pnn—1 selected to transmit. The other two nodes (from among
(1— Qn) _ the three) are disabled from accessing the channel. Also,
T _ Pn,0&n)Pn,n—1 T (3) -
mn—1= 1— e the two nodes that follow the selected node are disabled
pn,OQn + ( pn,OQn)pn,nfl |
from channel access, as well. For example, if nbdel
Since noden-1 forwards all the packet received from node is selected to transmit, then nodesandk + 2, as well
n, thereforeT,, ,_1 = T,,—;. By iterative procedure fon = ask + 3 are disabled.
4,5... and by using the above results for one-, two-, and three-2) From among the next three nodes, following the last
hop path cases, we can exprdss in terms Ole- _ . node that was disabled from transmission in step 1),
For anyn, such that3 < n < N, the following inequality step 1) is repeated. In our above example, these will be
holds:0 < B,,_s + B,,_1 + B, < C. Using a simple search nodesk + 4, k + 5, andk + 6.
algorithm, we can determine the value Bf that maximizes  3) The source node is set to always have a fixed number
B2+ Bn_1+ B,. Then, the value of'y that corresponds of packets to transmit (as an example, we set to 10 in
to this value ofT1, is the maximum throughput of nodé; our simulation).

"e"TN’m‘%m' Using the above anaIyS|s,_\{ve compare in Tabl‘?he results of the above simulation model are listed in
| the maximum throughputs of the traditional routing and thﬂa]e “Simulation Results (Pre-Arranged Node Selection)”

opportunistic routing schemes and show the ratio of the tv&%lumn in Table |. From the results we see that the
throughputs. For this example, we $&to 1 and assumed for maximum throughput results of the simulation agree well

RS - T onei
simplicity* thatpn,n—1 = p andpy,0 = p/2"~" (n > 0). with the analytical results (theAhalytical Results’ column)
in the table, providing validation of our analysis.

D. Smulation and discussion

The Random Node Selection Model
From the “ZEQL” syb-column of the Analytical Results’ - . "
.. TRAD . At the beginning of each time-slot, transmitting nodes are
column in Table I, we observe that the proposed opportunis-
selected randomly from among nodes that have packets to

It:] :(c))sgrr]r?er?tlgfgrmshr:])rti?gﬁve;hssomem%i?f: c\)/:c/irtehlzac:f:gf nsmit on the path from the source to the destination. The
P P P election is done in a way as not to violate the interfer-

work, as compared with the traditional routing scheme. F%ce conditions: i.e., that only one node from among any

].V =3 t_he Improvement Is maX|m|zed,_ since there is "Phree consecutive nodes can be selected for transmission.
link-level interference from other nodes within the sam#éhpa The simulation results are listed in thé&ifulation Results

We also see that the improvement becomes more signific }mdom Node Selection)’ column in Table I. From the

with th_e decrease in the .probab|I|ty of a packet receptioj), le, we see that in the random node selection model, the
As N increases, the maximum throughput of the propose

s . ) proposed opportunistic routing algorithm still achievesng
opportunistic routing algorithm converges to the throulghpdegree of throughput improvement, as compared with the
of the traditional routing. ;

traditional routing scheme for short-haul paths. The makim

To validate our analytical model, we performed a S'mmat'olpné)rovement occurs whel — 3, since then there is no link-

study. The followings are the assumptions that we used in el interference from other nodes within the same path.

simulation: . . : .
From the simulation results in the random node selection

4This model was chosen for exemplary use only, and one camassther case, we .See that thﬂ = 1, the thr_OUthUt approaches
models for degradation of loss probability with distance. 0.25 asN increases for both, the traditional and the proposed
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TABLE |
MAXIMUM THROUGHPUT OF THETRADITIONAL ROUTING AND THE PROPOSEDOPPORTUNISTICROUTING SCHEMES

Analytical Results Simulation Results Simulation Results
(Pre-Arranged Node Selection) | (Random Node Selection)
N | TRAD | PROP [ ZECL | TRAD | PROP TEor TRAD | PROP | TEOL

1 1 1 1 1 1 1 1 1 1
2 0.5 0.6667 | 1.3333 0.5 0.6667 1.3333 0.5 0.6667 | 1.3334
3 | 0.3333| 0.4706 | 1.4118 | 0.3333| 0.4705 1.4116 0.3333| 0.4706 | 1.4117
p=1 4 | 0.3333| 0.3907| 1.172 | 0.3333| 0.3837 1.1511 0.3 0.3806 | 1.2687
5 | 0.3333| 0.3561| 1.0682 | 0.3333| 0.3474 1.0421 0.2748 | 0.3308 | 1.2038
6 | 0.3333| 0.3418 | 1.0255 | 0.3333| 0.3363 1.009 0.262 | 0.2983| 1.1388
7 | 0.3333| 0.3363| 1.009 | 0.3333| 0.3338 1.0013 0.2543 | 0.2772| 1.0897
8 | 0.3333| 0.3344| 1.0031 | 0.3333| 0.3334 1.0001 0.2503 | 0.2641 | 1.055
1 0.9 0.9 1 0.8999 | 0.8999 1 0.9 0.9002 | 1.0002
2 0.45 0.6097 | 1.3548 0.45 0.6098 1.3553 0.45 0.6096 | 1.3547
3 0.3 0.4303 | 1.4342 0.3 0.4302 1.434 0.3 0.4304 | 1.4347
p=0.9 | 4 0.3 0.3593 | 1.1976 0.3 0.3523 1.1742 0.27 0.3492 | 1.2935
5 0.3 0.3243 | 1.0809 | 0.2999 | 0.3162 1.0541 0.2474 | 0.302 | 1.2211
6 0.3 0.3094 | 1.0312 | 0.2999 | 0.3038 1.013 0.2357 | 0.2716 | 1.152
7 0.3 0.3034 | 1.0113 | 0.2998 | 0.3006 1.0025 0.2288 | 0.2515| 1.0992
8 0.3 0.3012 | 1.0039 | 0.2998 0.3 1.0008 0.2252 | 0.239 | 1.0611

1 0.8 0.8 1 0.8001 | 0.7999 0.9997 0.8 0.7999 1
2 0.4 0.55 1.375 | 0.3999 | 0.55 1.3751 0.4 0.55 1.3748
3 | 0.2667 | 0.3882| 1.4559 | 0.2667 | 0.3883 1.456 0.2667 | 0.3883 | 1.4561
p=0.8 | 4 | 0.2667 | 0.3261 | 1.2228 | 0.2666 | 0.3192 1.1972 0.24 0.3162 | 1.3178
5 | 0.2667 | 0.2916 | 1.0933 | 0.2666 | 0.2841 1.0655 0.2199 | 0.2722| 1.2382
6 | 0.2667 | 0.2765| 1.0368 | 0.2666 | 0.2711 1.0171 0.2095 | 0.2441| 1.1655
7 | 0.2667 | 0.2703 | 1.0136 | 0.2665| 0.2674 1.0035 0.2033 | 0.2253 | 1.1084
8 | 0.2667 | 0.2679| 1.0048 | 0.2664 | 0.2668 1.0014 0.2 0.2135| 1.0674
1 0.7 0.7 1 0.7001 | 0.7002 1.0001 0.7003 | 0.7001 | 0.9997
2 0.35 0.4879 | 1.3939 0.35 0.4878 1.3936 0.35 0.4879 | 1.3941
3 | 0.2333 | 0.3446 | 1.4769 | 0.2333| 0.3446 1.4769 0.2334 | 0.3446 | 1.4766
p=0.7 | 4 | 0.2333| 0.2911| 1.2475 | 0.2333| 0.2844 1.2187 0.21 0.2818 | 1.3417
5 | 0.2333| 0.258 | 1.1056 | 0.2333| 0.2512 1.0768 0.1924 | 0.2414 | 1.2549
6 | 0.2333| 0.2432| 1.0423 | 0.2332| 0.2382 1.0213 0.1833 | 0.2159 | 1.1777
7 | 0.2333| 0.237 | 1.0159 | 0.2332| 0.2342 1.0046 0.1778 | 0.1986 | 1.1172
8 | 0.2333 | 0.2346| 1.0056 | 0.233 | 0.2334 1.0017 0.1749 | 0.1877 | 1.0729
1 0.6 0.6 1 0.6001 | 0.6001 1.0001 0.5999 | 0.5998 | 0.9999
2 0.3 0.4235| 1.4118 0.3 0.4235 1.4117 0.3 0.4235| 1.4114
3 0.2 0.2994 | 1.4972 0.2 0.2994 1.4967 0.2 0.2995 | 1.4974
p=0.6 | 4 0.2 0.2544 | 1.2718 0.2 0.2482 1.2407 0.18 0.2457 | 1.3648
5 0.2 0.2235| 1.1177 | 0.1999 | 0.2175 1.088 0.1649 | 0.2096 | 1.2709
6 0.2 0.2096 | 1.0478 | 0.1999 | 0.205 1.0257 0.1571| 0.187 | 1.1901
7 0.2 0.2036 | 1.0182 | 0.1998 | 0.201 1.0062 0.1524 | 0.1715| 1.1255
8 0.2 0.2013 | 1.0065 | 0.1998 | 0.2001 1.0017 0.1498 | 0.1617 | 1.0791

TRAD. : TRADITIONAL ROUTING; PROP.: PROPOSED OPPORTUNISTIC ROUTING

schemes. We recall from Section Il.LA that the maximununistic routing schemes. Finally, the proposed oppostigi
throughput for the traditional routing ip - C/3 = 1/3. routing algorithm is simple and can be easily integratethiwit
The difference stems from the fact that in the random nodlee traditional multi-hop routing wireless network prodds
selection case, the average hop distance between two atljaggth minor modifications only.

transmitting nodes is 4, rather than 3, as is the case in the pr
arranged node selection. This can be demonstrated as follow
Suppose that nodé is selected as one of the transmitting ) )
nodes. Then the next transmitting node can be eithegy, !N this paper, we first observed that for long-haul paths,
(k+4), or (k+5). Thus, the average hop distance between t4€ increase in throughput from opportunistic routing thea
transmitting nodes is given by: 1(3hops+ 4hops +5hops)!”narg|nal anq does _not Jus§|fy the increased cpmplexny of
= 4hops. Consequently, with 4 hops as the average hop d;gplementatmq required to implement opportunistic rogti -
tance between two adjacent transmitting nodes, the maxim@f an alternative to the schemes proposed in the technical
throughput wherp=1 is 0.25, which is consistent with ourlitérature, we proposed a simple and practical modified oppo
simulation results in the table. We add that the random noB#istic routing algorithm, one that is especially welltedito

selection case is probably closer to real life scenario then Short-haul paths. We analyzed numerically the performance
pre-arranged node selection case. of our algorithm, demonstrating the achievable increase in

throughput. We also performed a simulation study to vadidat
Although, in general, the proposed algorithm uses onbur numerical analysis. The algorithm essentially elirresa
some of the available opportunistic forwarding scenaribs, all duplicate packets, which are common occurrences inrothe
utilizes almost all of such scenarios in short-haul multi-hop opportunistic routing protocols, while exploiting most thie
paths. Furthermore, the proposed scheme essentially elindipportunities to increase throughput. The practicalitythaf
nates all duplicate packets, which are present in other mppproposed algorithm stems to the fact that it can be easily

IIl. CONCLUSION



IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, ACCEPTED FOPUBLICATION 6

integrated into the existing routing protocols, requirimgly
minimal changes.
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