
1

Concurrently Searching for Mobile Users in Cellular
Networks
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Abstract: In today’s systems, upon arrival of calls to mo-
bile users, the system attempts to locate the users sequentially
(one by one) through a paging operation. In this letter, we
propose to concurrently search for a number of mobile users
in a mobile network, significantly reducing the cost of locating
mobile users. The reduction in the paging costs due to such
a concurrent search can be quite substantial, depending on
the knowledge of the probabilities of the users’ locations, the
number of cells in the network, and the number of mobiles to
be located. Additionally, we propose a low-complexity heuris-
tic that reduces the average paging cost by

� � �
, in the case of

no knowledge of probabilities of the mobiles’ locations. With
such knowledge, further reduction in the average paging costs
of up to � � � can be achieved.

I. INTRODUCTION

In a cellular network, when a call to a mobile user arrives, a
mobility management scheme is responsible for finding the cur-
rent cell in which the mobile user resides. Typically, a mobility
management scheme constitutes of a location update scheme and
a paging scheme [1].

There is an intrinsic tradeoff between location update and pag-
ing. It is possible to see paging as a more fundamental operation
than location update. However, as pointed out in [2], “the major-
ity of the research on location management has actually focused
on location update schemes, assuming some obvious version of
the paging algorithm.”

The concept of dividing a location area into paging zones was
described in [3] and [4]. Lyberopoulos [5] proposed to page the
cell that a mobile registered with most recently, and then page
all other cells in the location area, if necessary. Akyildiz, Ho,
and Lin [6] proposed a mobility tracking scheme that combines
a movement-based location update policy with a selective pag-
ing scheme. Rose and Yates [7] proved that to minimize the av-
erage paging cost, the cells with the higher probabilities must
be paged before the cells with the lower probabilities. Krish-
namachari, Gau, Wicker, and Haas [8] proposed an efficient al-
gorithm to solve the problem of minimizing the average paging
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cost under the worst-case paging delay constraint. Abutaleb and
Lee [9] showed that the problem of minimizing the average pag-
ing cost under the mean paging delay constraint can be solved in��� � � 	

time.
Rezaiifar and Makowski [10] proposed a paging scheme based

on the theory of optimal search. In their scheme, the “Smart Dis-
tributor” processes a number of paging requests in a time slot.
However, as pointed out in their paper, it is possible that the
“Smart Distributor” assigns too many paging requests to a base
station and therefore some paging requests are blocked. In this
paper, we propose a non-blocking paging scheme in which that
once a paging request is assigned to a base station, the paging
request will be successfully processed.

II. CONCURRENT SEARCH

In this letter, we study the problem of concurrently locating a
number of mobile users. Suppose there are 
 cells in the network
and there are � mobile users to be located within � time slots.
A straightforward sequential paging scheme is to page all cells
at time slot � to locate mobile user � , where 
�������� . This
scheme requires ��� 
 paging messages. Given the probabilis-
tic information about the locations of mobile users, it is possible
to reduce the average number of required paging messages. For
simplicity, it is assumed that the locations of mobile users are sta-
tistically independent. Let � � � � � 	 be the probability that mobile
user � is in cell � , when a call to mobile user � arrives. With-
out loss of essential generality, it is assumed that � � � � � 	�� � ,� ����� 
 � � � � � � � � � ���!� 
 � � � � � � 
"� . Let # be a ��$�
 probability
matrix such that % #�& ' ( )+*,� � � � � 	 . A �-$�
 matrix . is said to be
a probability matrix if

� 
-�/�0�1�2� 
-�3���/
 , % .3& ' ( )-�3% � � 
 &
and

� 
-�/�0�1� , 4 �
) 5"6 % .3& ' ( )�*7
 . An information-theoretical

approach to derive the probability matrix # could be found in [2].
Consider the following simple example to illustrate the effi-

ciency of a concurrent search scheme. Suppose that there are
only two cells in the system and two users are to be located. As-
sume that the system has no prior knowledge about the location
of the users; i.e., each user can reside in each one of the two cells
with probability 0.5. Using sequential paging, the system would
page and locate user 1 in the first time slot. Then, the system
would page and locate user 2 in the second slot. Thus, total of
four pages would be required.

On the other hand, if the system were to page in the first slot for
user 1 in cell 1 and for user 2 in cell 2, there is

� � � probability
that any of the two users would be found in the first time slot. If
a user is not found in the first time slot, the system would page
for the user in the ”other” cell in the second time slot. Thus, on
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the average, a user will be located with probability 0.5 in one time
slot and with probability 0.5 in two time slots; i.e., on the average,
1.5 pages would be require per user, or 3 pages for the two users
- a saving of

� � �
over the sequential paging.

If there are 
 cells in the system and 
 users to be located,
the above concurrent search scheme would require

� � � � 6 �� total
pages, while the sequential paging scheme requires 
�� 
/*�
 �
pages; i.e., a saving of

� � � for large 
 ! Of course, with some
probabilistic knowledge of the mobiles’ locations, this saving can
be significantly larger.

III. THE CONDITIONAL PROBABILITY HEURISTIC

ALGORITHM

In this work, the conditional probability heuristic algorithm is
proposed to concurrently search for and locate � mobile users in a
network composed of 
 cells within � time slots. As in [5] [6] [7]
[9], it is assumed that the mobile users will not move to other cells
during � time slots. We first define some terms that we use in our
conditional probability heuristic algorithm. The variable � � � � � 	
represents the state of the � -th mobile user at the beginning of
time slot � . If mobile user � has not been located at the beginning
of time slot � , then � � � � � 	 * � . Otherwise, � � � � � 	 */
 . Since none
of the mobile users are located at the beginning of time slot 1,� � � � 
 	 */� , where 
 � � �3� . The matrix � � � 	 stores the up-to-
date probabilistic information about the locations of mobile users
from the viewpoint of the system. Initially, � � 
 	 */# , where #
is the probability matrix defined earlier. At the end of time slot� , � � ��� 
 	 is calculated based on � � � 	 and the results of paging
mobile users in time slot � . The variable 	2) � � 	 is the index of the
mobile user that is paged by the base station of cell � in time slot� .

The conditional probability heuristic algorithm is presented as
follows:
Step 0: Initially, � *3
 , � � 
 	 *!# and � � � � 
 	 * � ,

� 
���� �!� .
Step 1: At the beginning of time slot � , for each � , where 
��,���

 , choose 	 ) � � 	 such that % � � � 	 & 
 � � � � ( ) *�
�� � 6 �2' ��� % � � � 	 & ' ( ) .
Then, for each � , where 
-� ���3
 , if 
�� � 6 �2' ��� % � � � 	 & ' ( ) � � ,
the base station of the � -th cell pages mobile user 	 ) � � 	 .
Step 2: At the end of time slot � , calculate � � � � � ��
 	 ’s as follows:
If mobile user � is located in time slot � , then � � � � ���1
 	 * 
 .
Otherwise, � � � � ���!
 	 *�� � � � � 	 .
Step 3: Update � � ���!
 	 as follows:
1. If � � � � ��� 
 	 */
 , then % � � ��� 
 	 & ' ( )+* � ,

� 
��,���,
 .
2. If � � � � ��� 
 	 * � , then
(1) % � � ���!
 	 & ' ( )+* � ,

� � , such that 	 ) � � 	 *!� .
(2) % � � ����
 	 & ' ( )+* � � � � � � � � �6 ���! " #  $ % & ' � � � � � � � � �  ,

� � , such that 	 ) � � 	)(*�� .
Step 4: If �+*1� or � � �*�3
 	 *1� , stop. Otherwise, increase the
value of � by one and then go to step 1.

In what follows, we provide some remarks related to the above
algorithm. It should be noted that the algorithm is valid irrespec-
tive of the total number of cells in the network and the total num-
ber of mobile users to be located. In step 0, the initial states of all

mobile users are zeros, since none of the mobile users have been
located. In step 1, for every cell, one mobile user is selected to
be paged. The selection is based on the probabilities to find mo-
bile users in the cell. In every time slot, a base station pages the
mobile user with the highest conditional probability to be located.

In step 2, mobile users with indexes 	 ) � � 	 ’s, where 
��,���,
 ,
are paged. If mobile user � is located in time slot � , � � � � � �-
 	 */
 .
Otherwise, the state of mobile user � remains unchanged.

In step 3, probabilistic information about the locations of mo-
bile users is updated based on the paging results in the previous
time slot. If mobile user � has been located in time slot � , it is un-
necessary to search for the mobile user in subsequent time slots
and therefore % � � ��� 
 	 & ' ( )+*3� ,

� 
0�,�-��
 . On the other hand,
if mobile user � has not yet been found in time slot � , the proba-
bilistic information about the location of the mobile user should
be updated. If 	 ) � � 	 *1� , the system has searched cell � at time
slot � for mobile user � and should not search cell � again. There-
fore, % � � � ��
 	 & ' ( )+* � ,

� � such that 	 ) � � 	 *!� . If 	 ) � � 	+(*!� , given
that mobile user � is not in any one of the cells that are paged in
the first � time slots, the probability that mobile user � is in cell
� is equivalent to � � � � � � � � �6 ���! " #  $ % & ' � � � � � � � � �  , based on the definition of

condition probability, #), - . � �!/ 0 	 *21�3 4 5 � ��6 7 �1�3 4 5 � 7 � .
In step 4, the algorithm checks if it should stop. Since a base

station does not page any mobile more than once during the first
� time slots and there are only � mobiles to be located, a base
station is always able to page all � mobiles in the first � time
slots. Therefore, all � mobiles will be located within � time slots
and the algorithm is able to stop when it has run for � iterations.

The conditional probability heuristic algorithm is illustrated by
the following example. Suppose

#/*
89 � � : � � ; � � � � � 

� � ; � � � � � � � � � � �
� � 
 � � � � � ; � � :

<=

Then, � � 
 	 * # and � � 
 � 
 	 *>� � � � 
 	 *>� � ; � 
 	 * � .
Since % � � 
 	 & 6 ( 6 � % � � 
 	 & � ( 6 � % � � 
 	 & ? ( 6 , 	26 � 
 	 *�
 . Similarly,	 � � 
 	 * 
 � 	�? � 
 	 *@; and 	�A � 
 	 *@; . Therefore, in time slot 1,
the base station in cell 1 and the base station in cell 2 page mobile
user 1, while the base station in cell 3 and the base station in cell
4 page mobile user 3. With probability % � � 
 	 & 6 ( 6B�3% � � 
 	 & 6 ( � *
� � :*��� � ;0* � � C , mobile user 1 is located in time slot 1. Similarly,
with probability % � � 
 	 & ? ( ?+�/% � � 
 	 & ? ( A�*�� � ;D� � � :,*�� � C , mo-
bile user 3 is located in time slot 1. For illustration purposes, it is
assumed that in the first time slot, mobile user 1 is located, while
mobile user 3 is not located. Therefore, � � 
 � � 	 *1
 � � � � � � 	 * � �
and � � ; � � 	 * � .� � � 	 is derived based on step 3 of the algorithm. Since� � 
 � � 	 */
 , elements in the first row of � � � 	 are all zeros. Since
4FE G 
  � 6 � 5 � % � � 
 	 & � ( E *!� , the second row of � � � 	 is identical to
the second row of � � 
 	 . Furthermore, 4FE G 
  � 6 � 5�? % � � 
 	 & ? ( E *
% � � 
 	 & ? ( ? ��% � � 
 	 & ? ( A�* � � ;�� � � : * � � C and therefore % � � � 	 & ? ( 6 *� � � 6 � � H � I6 ��J K L * 6? . Similarly, % � � � 	 & ? ( � * J K �J K ? * �? . In addition,
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Fig. 1. Performance of A Concurrent Search Algorithm

% � � � 	 & ? ( ?�*3% � � � 	 & ? ( A�* � . Then,

� � � 	 *
89 � � � �
� � ; � � � � � � � � � � �6? �? � �

<=

The above procedure is repeated until all the mobile users have
been located. The computational complexity of the algorithm is� � � � � 
 	 .

IV. PERFORMANCE EVALUATION

In this section, simulations are used to study the performance
of the conditional probability heuristic algorithm. The simulation
model is described as follows. The network contains 
 *�� �
cells, which are indexed by

� � � � 	 , where �!� � � � �����3
 .
The distance between two cells indexed by

� � 6 � � 6 	 and
� � � � � � 	

is denoted by � 6 � � 6 � � 6 � � � � � � 	 and is defined to be / � 6�� � � / �/ � 6	� � � / . To create the � -th row of a ��$�
 probability matrix
# , a cell with index

� ��
 � ��
 	 is at first randomly selected such
that

��

and
��


are two independent random variables, which are
uniformly distributed in � � � 
 � � � � � � ���,
 � . Then, the probability
that mobile user � is in a cell indexed by

� � � � 	 is set to be

, 
 I � E ( � ( E � ( � � �
4�� � 6' 5�J 4�� � 6) 5�J , 
 I � ' ( ) ( E � ( � � �

where the decay factor, , , is a real number in % � � 
 & . The decay
factor is a parameter that determines the uniformity of the prob-
ability density function of the location of a mobile user. In our
simulations, �/��� � � : � 
 � � and �-*3
 � .

Let ��� � � � # 	 *7�-� 
 be the paging cost when the sequential
paging scheme is used to locate � mobile users in a cellular net-
work composed of 
 cells. Let ��� � � � # 	 be the corresponding
average paging cost when the conditional probability heuristic is
used. The normalized reduction of paging cost is defined to be��� � � � 1 � � �� ! " � 1 ���� � � � 1 � .

Figure 1 shows the performance of the conditional probability
heuristic algorithm when there are 16 mobile users to be located
and the total number of cells in the network is 4, 16, or 100. Typ-
ically, as the total number of cells increases, the normalized re-
duction of the average paging cost increases. In addition, as the
decay factor increases, the normalized reduction of the average
paging cost decreases.

V. CONCLUSIONS

In this letter, we propose to concurrently search for and locate
� mobile users in a cellular network within � time slots based
on the probabilistic information about the locations of the mobile
users. The reduction in the paging costs due to such a concur-
rent search can be quite substantial, depending on the knowledge
of the probabilities of the users’ locations, the total number of
mobile users to be located, and the total number of cells in the
network. Additionally, we propose a low computational complex-
ity algorithm (the Conditional Probability Heuristic). Simulation
results indicate that the Conditional Probability Heuristic can re-
duce the average paging cost by

� � �
, in the case of no knowledge

of the probabilities of the mobiles’ locations. If such information
is available, further reduction in the average paging cost of up
to � � � can be achieved. In practice, estimations of the location
probabilities of mobile users could be used as the input of the
proposed conditional probability heuristic algorithm.

The concurrent search approach could be extended to serve
calls with different arrival times. However, due to the space limi-
tation, extensive analytical and and simulation results are omitted
and will be included in [11].
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