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ABSTRACT
A central challenge in ad hoc networks is the design of rout-
ing protocols that can adapt their behavior to frequent and
rapid changes in the network. The performance of proactive
and reactive routing protocols varies with network character-
istics, and one protocol may outperform the other in different
network conditions. The optimal routing strategy depends on
the underlying network topology, rate of change, and traffic
pattern, and varies dynamically. This paper introduces the
Sharp Hybrid Adaptive Routing Protocol (SHARP), which
automatically finds the balance point between proactive and
reactive routing by adjusting the degree to which route infor-
mation is propagated proactively versus the degree to which it
needs to be discovered reactively. SHARP enables each node
to use a different application-specific performance metric to
control the adaptation of the routing layer. This paper de-
scribes application-specific protocols built on top of SHARP
for minimizing packet overhead, bounding loss rate, and con-
trolling jitter. Simulation studies show that the resulting
protocols outperform the purely proactive and purely reactive
protocols across a wide range of network characteristics.

Categories and Subject Descriptors
C.2.2 [Computer-Communication Networks]: Network
Protocols—Routing Protocols
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1. INTRODUCTION
Ad hoc networks are characterized by frequent change.

Many of the diverse application areas for ad hoc networks,
including emergency relief operations, battlefield applica-
tions and environmental data collection, exhibit a high de-
gree of temporal and spatial variation. Nodes may join the
network at any time, get disconnected as they run out of
power, or alter the physical network topology by moving
to a new location. Link characteristics, such as bit error
rates and bandwidth, change frequently due to external fac-
tors like interference and radio propagation fading. Traffic
patterns in the network can shift drastically as applications
modify their behavior and redistribute load within the net-
work. Consequently, a primary challenge in ad hoc networks
is the design of routing protocols that can adapt their be-
havior to rapid and frequent changes at the network level.
Ad hoc routing protocols proposed to date fall between

two extremes based on their mode of operation. Proactive
protocols, such as DSDV [22], TBRPF [19], and OLSR [9],
exchange routing information periodically between hosts,
and constantly maintain a set of available routes for all
nodes in the network. In contrast, reactive protocols, such as
AODV [25], DSR [11], and TORA [20], delay route discovery
until a particular route is required, and propagate routing
information only on demand. There are also a few hybrid
protocols, such as ZRP [7], HARP [18], and ZHLS [10], that
combine proactive and reactive routing strategies.
There is a fundamental trade-off between proactive dis-

semination and reactive discovery of routing information.
While proactive protocols can provide good reliability and
low latency through frequent dissemination of routing in-
formation, they entail high overhead and scale poorly with
increasing numbers of participating nodes. In contrast, re-
active protocols, can achieve low routing overhead, but may
suffer from increased latency due to on-demand route dis-
covery and route maintenance. Since the characteristics of
a practical network vary dynamically with time, choosing
an appropriate routing protocol is an important design and
implementation decision. A protocol suited for a given net-
work size, density, and mobility may behave inefficiently as
the network characteristics and application behavior change.
In this paper, we present the Sharp Hybrid Adaptive Rout-

ing Protocol (SHARP), which utilizes this fundamental trade-
off between proactive versus reactive routing to find a good
balance between route information propagated proactively
and route information that is left up to on demand discovery.
SHARP utilizes both a proactive and a reactive protocol to
perform routing. Each SHARP node determines the net-
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work neighborhood, called proactive zone, in which routing
information pertaining to itself is disseminated proactively.
SHARP relies on a novel proactive routing algorithm that is
both efficient and analytically tractable. However, SHARP
can use any reactive routing algorithm whose costs can be
characterized analytically; our current implementation uses
off-the-shelf AODV. SHARP finds the “sweet spot” between
the two routing regimes by dynamically adjusting the extent
of proactive and reactive routing. This boundary is deter-
mined by an analytical model derived herein and guided
by dynamically-performed empirical measurements from the
physical network.
Requirements for network performance vary among ap-

plications. Multi-media applications can tolerate high loss
rates, but are sensitive to variations in delay. TCP traffic is
sensitive to loss in the network, while devices running on bat-
tery power are concerned with the routing overhead. How-
ever, applications have no control over the performance of
traditional routing protocols. In contrast, SHARP enables
each application to pursue different quantitative metrics for
guiding the inherent trade-off between increased overhead
for proactive information dissemination versus reduced la-
tency and loss rate. Each SHARP node can separately pur-
sue different application-specific performance guarantees. For
instance, one node may direct SHARP to adjust its route
dissemination to reduce delay jitter, while another node con-
currently uses SHARP to minimize packet overhead. This
paper presents three SHARP-based protocols for pursuing
application-specific goals, namely, minimizing packet over-
head, bounding loss rate, and controlling delay jitter.
An adaptive hybrid routing protocol requires the following

three properties for successful deployment.

• Adaptive: The protocol should be applicable to a
wide range of network characteristics. It should auto-
matically adjust its behavior to achieve target goals in
the face of changes in traffic patterns, node mobility
and other network characteristics.

• Flexible: The protocol should enable applications to
optimize for different application-specific metrics at
the routing layer. These optimization goals should not
be set by the network designer, but be placed under
the control of the network participants.

• Efficient and Practical: The protocol should achieve
better performance than pure, non-hybrid, strategies
without invoking costly low-level primitives such as
those for distributed agreement or reliable broadcast.

Through a combination of protocol design, model, and
mechanisms, SHARP’s hybridization approach provides all
of these properties.
SHARP achieves its performance through low cost mech-

anisms to determine zone sizes and control the extent of
proactive routing. SHARP nodes monitor traffic pattern
and local network characteristics such as link failure rate
and node degree without incurring excessive overhead. The
zone sizes are then determined by each node in isolation,
solely based on local information. An efficient control mech-
anism allows SHARP to shrink or grow the region of proac-
tive routing without excessive control and synchronization
overhead. Where adjacent zones overlap, SHARP takes ad-
vantage of the overlap to disseminate proactive route infor-
mation more efficiently. Finally, SHARP does not require
distributed coordination to determine zone boundaries, and
does not necessitate a costly reliable broadcast mechanism.

Overall, this paper makes the following contributions. First,
it presents a novel hybrid and adaptive protocol that pro-
vides application-level control over its performance by in-
tegrating a reactive and a proactive routing algorithm over
temporal and spatial domains. The protocol embodies a low-
overhead mechanism for adaptation and an analytical model
to guide the trade-off between the proactive and reactive
routing regimes. Second, it describes the application of this
protocol to achieve three separate goals, namely, minimiz-
ing packet overhead, controlling delay jitter, and bounding
loss rate. SHARP enables multiple nodes in the network to
pursue disparate goals at the routing layer. Finally, it moti-
vates the case for hybrid adaptive routing protocols by show-
ing that the ideal point of operation for achieving minimal
packet overhead, bounded loss rate, and controlled delay jit-
ter lies between purely reactive and purely proactive routing
regimes. An extensive, 600-node simulation study demon-
strates that the SHARP hybrid protocol performs better
than its pure components across a wide range of network
conditions.
The rest of this paper is organized as follows. In the

next section, we discuss related work on hybrid and adap-
tive routing protocols. Section 3 provides an overview of
SHARP’s operation. Section 4 contains a detailed descrip-
tion of the routing protocols employed by SHARP and Sec-
tion 5 outlines the analytical model that drives our adap-
tation strategy. Mechanisms and strategies for adaptation
employed by SHARP are described in Section 6. Section 7
demonstrates that SHARP performs well under a wide range
of network conditions. We summarize our contributions and
observations in Section 8.

2. RELATED WORK
While most of the routing protocols proposed to date for

ad hoc networks are either purely reactive or purely proac-
tive, some hybrid protocols have also been proposed. How-
ever, only a few hybrid protocols embody fine-grained con-
trol over the extent of hybridization, while none allow the
participating node to pursue disparate application-specific
goals. In this Section, we provide a brief overview of hybrid
and adaptive routing protocols and summarize how they dif-
fer from SHARP.
The Zone Routing Protocol [7] (ZRP) was the first hy-

brid routing protocol with both a proactive and a reactive
routing component. ZRP defines a zone around each node
consisting of its k-neighborhood. Routing within a zone is
performed using a proactive routing protocol and routing
between nodes in different zones is performed by an on-
demand routing protocol. ZRP performs efficient route dis-
covery through bordercasting; route requests are spread by
multicasting them directly to the nodes on the border of its
zone. The size of the zone is dynamically determined based
on network load [21, 26].
While SHARP shares with ZRP the insight that hybrid

routing offers a flexible way to adapt between reactive and
proactive routing strategies, the two approaches differ in sev-
eral fundamental ways. First, ZRP is optimized for the sin-
gle goal of reducing routing overhead, whereas SHARP en-
ables application-specific adaptation strategies to bound loss
rate and control jitter, in addition to controlling the over-
head of the routing protocols. Second, ZRP defines a proac-
tive zone around every node in the network irrespective of its
participation in carrying data packets. In contrast, SHARP
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maintains proactive routing zones only around those nodes
that have significant incoming data. Finally, the proactive
routing component of ZRP is more expensive than SHARP’s
proactive routing component. ZRP’s use of bordercasting in
order to efficiently propagate route requests involves main-
taining a multicast tree in each zone with the center node as
the root of the tree and the border nodes as the multicast
destinations. In order to maintain this tree, the intra-zone
routing protocol needs to provide routes between every pair
of nodes in the proactive zone. In SHARP, the proactive
routing protocol only maintains routes to the center node.
This leads to a fundamental difference in the determination
of the optimal zone size. ZRP decreases the size of the proac-
tive zone as mobility and, correspondingly, the frequency of
link-failures increase, whereas SHARP increases the size of
the proactive zone in response to link failures.
ZHLS [10], Zone-based Hierarchical Link State, is another

zone-based hybrid routing protocol, which partitions the
network into non-overlapping zones based on physical lo-
cation information. It performs zone assignments once and
zone sizes do not vary dynamically. HARP [18], Hybrid
Ad-hoc Routing Protocol, is a hybrid protocol that com-
bines proactive and reactive approaches. It relies on the
Distributed Dynamic Routing [17] protocol for decompos-
ing the network into zones. A set of forwarding nodes in
each zone is responsible for communicating with nodes in
other zones. HARP uses its own custom protocol for inter-
zone routing, whose main goal is to reduce delays through
early path maintenance. While HARP creates zones of vari-
able sizes, it has no direct control over the zones and does
not dynamically adjust their sizes.
In addition, there are also several routing protocols that

adapt based on network characteristics to enhance perfor-
mance. FSR [6], Fisheye State Routing, is a link-state proto-
col that exchanges periodic link-state information. The pe-
riod of link state propagation is determined by the distance
to the destination. ADV [1] is Adaptive Distance Vector al-
gorithm that exhibits on-demand characteristics by varying
the frequency and size of routing updates. Some researchers
have examined supplanting reactive protocols with timer-
directed route discoveries to produce backup routes prior
to losing the primary link [14]. Their protocol uses a fixed
timer value across all nodes, which is determined offline from
a past history of link-failure statistics.
Several researchers have examined the behavior of reac-

tive and proactive routing protocols through simulations [2,
5]. Our primary goal in this paper is not to perform proto-
col comparisons, but to identify and evaluate the trade-off
between the two routing regimes. Our measurements show
that the choice of the optimal routing algorithm is highly
dependent on network and data traffic characteristics, and
that no single point on the continuum that spans reactive
and proactive protocols is well suited for dynamic networks.

3. OVERVIEW OF SHARP
The Sharp Hybrid Adaptive Routing Protocol adapts effi-

ciently and seamlessly between proactive and reactive rout-
ing strategies. This adaptation is driven by the measured
characteristics of the network and can be directed to opti-
mize for user-defined performance metrics, such as loss rate,
routing overhead, or delay jitter.
SHARP adapts between reactive and proactive routing

by dynamically varying the amount of routing information
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Figure 1: The SHARP proactive zones constructed

around destinations A, B, and C. The vertices corre-

spond to nodes, directed edges represent route table en-

tries. The size of the proactive zone is adjusted indepen-

dently by each destination.

shared proactively. It does so by defining a proactive zone
around some nodes. A node-specific zone radius determines
the number of nodes within a given proactive zone. Each
node at a distance less than or equal to the zone radius is
a member of the proactive zone for that node. All nodes
not in the proactive zone of a given destination use re-
active routing protocols to establish routes to that node.
Node-specific proactive routing is employed within a proac-
tive zone. Nodes within the proactive zone maintain routes
proactively only to the central node.
SHARP creates proactive zones automatically around hot

destinations that receive data from many sources. The proac-
tive zones act as collectors of packets, forwarding the pack-
ets efficiently to the destination, once the packets reach any
node at the zone periphery. SHARP amortizes the cost of
maintaining routes to a given destination in a proactive zone
among all the sources that communicate with that destina-
tion node. Hence, it is well suited for applications that
exhibit spatial locality in their network communications.
For example, in sensor networks, selected nodes perform-
ing data aggregation act as hot destinations for data gen-
erated by nearby sensors. In office networks, gateways or
service providers are contacted by several nodes in the net-
work. In many general-purpose applications, including mes-
saging, and wireless audio, the popularity of nodes follows a
Zipf-distribution [4], making some nodes more popular than
others.
Figure 1 shows the SHARP topology in a typical deploy-

ment. SHARP maintains proactive routing zones around
popular destinations A, B, and C. It achieves this by dy-
namically adapting the zone radius at each destination based
on incoming data traffic and mobility in the network. Con-
sequently, it will create relatively large zones around popu-
lar destinations, and relatively small proactive zones around
nodes that get little traffic. For instance, nodes with little or
no data traffic, such as D, E, and F , will have no proactive
routing zone and will rely purely on reactive routing.
The zone radius acts as a virtual-knob to control the mix

of proactive and reactive routing for each destination. By
increasing the radius, SHARP can decrease the loss rate and
the variance in delay, but will pay more in packet overhead to
maintain routes in a larger zone. By decreasing the radius,
SHARP can reduce routing overhead, as fewer nodes need to
be proactively updated; however, it may pay more in delay
jitter and experience higher loss rates. Using this trade-off,
SHARP can act as a completely reactive protocol by setting
the zone radius of all the nodes to zero. Conversely, SHARP
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can emulate a completely proactive protocol by setting the
radii to equal the network diameter.
The primary challenge in the design of a hybrid protocol is

how to determine the optimal trade-off between the compo-
nents of the hybrid. Ideally, a hybrid protocol would achieve
fine-grained control over this trade-off, incur low overhead
for adaptation and exploit information locality for maximum
efficiency. In the next sections, we describe the proactive
and the reactive components of SHARP and the analytical
model by which it controls this trade-off efficiently.

4. SHARP ROUTING PROTOCOLS
SHARP is composed of a proactive routing component

and a reactive routing component. This section describes
the two routing components of SHARP in detail.

4.1 Proactive Routing Component
The SHARP Proactive Routing protocol (SPR) is an ef-

ficient protocol engineered with techniques borrowed from
different routing algorithms such as Destination Sequenced
Distance Vector (DSDV) [22] and Temporally Ordered Rout-
ing Algorithm (TORA) [20]. SPR maintains routes to a sin-
gle destination in each zone. This enables SPR to employ
low overhead mechanisms to build and maintain routes and
to offer several good properties, including predictable rout-
ing overhead, low loss of data packets, and low variance in
packet inter-arrival time.
SPR performs proactive routing by building and main-

taining a directed acyclic graph (DAG) rooted at the des-
tination. The DAG is built by employing a construction
protocol initiated periodically by the destination once ev-
ery reconstruction interval. The DAG is restricted to nodes
within the proactive-zone of the destination. In between
reconstruction, it is maintained by an update protocol that
relies on periodic exchange of updates and local recovery
mechanisms to handle link-failures.
The construction protocol is used to generate a DAG pe-

riodically. The destination node initiates the construction
process by generating a DAG construction packet. This
packet carries the zone radius and a sequence number to
distinguish the new DAG from the old DAG. Its time-to-
live (TTL) field is set to the zone radius and is propagated
within the proactive zone by a broadcast. It builds a DAG
by assigning a height to each node. The height is used for
routing and corresponds initially to the distance of the node
from the destination. A node B that receives the construc-
tion packet from a node A locally adds the A → B link
to the DAG and rebroadcasts the construction packet af-
ter incrementing its height by one. A node may receive the
construction packet from multiple neighbors along different
links. In this case, the node stores the height information
of all neighbors, sets its own height to the minimum of the
height values it has received.
A naive scheme that uses flooding to disseminate con-

struction packets suffers from packet loss due to collisions [15].
To avoid broadcast floods, each node waits for a random
interval of time, bounded by T , before retransmitting the
construction packet. However, this might cause imbalance
in the construction of the DAG, since a node might receive
the construction packet from nodes farther away from the
destination before receiving the packet from nodes closer to
the destination. To compensate, each node waits for W sec-
onds after receiving the first construction packet. It collects

all construction packets received during this time, sets its
height to the minimum of all height values it has observed,
and forwards a single construction packet, if the TTL is pos-
itive. Construction packets arriving after W seconds do not
impact the height chosen by the node. While this algorithm
does not guarantee that all the nodes will detect the short-
est distance to the destination, a conservative choice for W
ensures that the DAG will not deviate significantly from the
optimal. Most importantly, each node forwards a packet
at most once, thereby bounding the number of construction
packets within a zone by the number of nodes in the zone.
An update protocol is used for beaconing and maintenance

of the DAG during link-failures. Once every beacon interval,
each node in the proactive zone broadcasts its current height
in an update packet, whose time-to-live is set to one. Each
node records the height of its neighbors upon receiving up-
date packets from them. The update packets also serve as
‘hello’ beacons to detect the formation of new links and the
breakage of current links. A new link is formed whenever
an update packet is received from a neighbor for the first
time, while a link is considered broken if at least beacon loss
consecutive update packets are not received from a neighbor.
The update protocol relies on TORA’s failure recovery

mechanisms to restore the DAG in response to link-failures.
Link-failures are detected either when consecutive update
packets are lost, or when the MAC layer is unable to trans-
mit a data packet to a neighbor. The failure recovery is
invoked only when all of the downstream links at a node
have failed. Following the approach described in [3], the
node reverses the orientation of its upstream links by choos-
ing a new height greater than the height of its neighbors and
initiating a new update packet. Using a TORA-based failure
recovery provides three properties. First, it allows SPR to
recover from link-failures within the proactive zone without
having to wait until the next reconstruction interval. Sec-
ond, it constrains the impact of the link-failure to a small
local region. Finally, as we describe later in Section 5, SPR
incurs low and predictable overhead, which makes the an-
alytical model more tractable. Note that performing local
repairs distorts the optimality of the DAG, since the cor-
rect distance to the destination is no longer known. This
has been shown to significantly affect the performance of
TORA [2]. SHARP compensates for this problem with the
construction protocol, which periodically rebuilds the DAG
from scratch. Hence, SPR’s DAGs contain relatively short
paths to the destination most of the time.
SPR performs routing of data packets in the following

manner. A data packet arriving at a node is transmitted
along a downstream link to the neighbor with the lowest
height. If the data packet cannot be transmitted to that
neighbor because of a link-failure, it is transmitted to the
next best downstream node. If all the downstream links
have failed, link reversal is performed to repair the DAG
and the data packet is forwarded to the best newly formed
downstream node. Temporary routing loops could be cre-
ated (as observed in [2]) if the data packets reach the new
downstream node ahead of the update packet. To prevent
this, the new height of the node is piggybacked with the
data packet, so that the downstream node can update the
new height before forwarding the data packet.
Multi-path routing, local link repairs and the construction

protocol enable SPR to be a robust and efficient protocol,
incurring low loss rate and predictable overhead.
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4.2 Reactive Routing Component
SHARP’s reactive routing protocol is based on the Ad-hoc

On-demand Distance Vector (AODV) routing protocol [25].
SHARP simply uses standard AODV [23] for reactive rout-
ing, and includes several optimizations such as route caching
and expanding ring search.
SHARP integrates the proactive and the reactive compo-

nents seamlessly without incurring additional overhead. If
the source node is within the proactive zone, routing is per-
formed proactively as described earlier. If the source node is
outside the proactive zone, route requests are broadcast by
AODV. Nodes in the proactive zone of a destination gener-
ate route replies in response to route requests generated by
the source node. The replying node in the proactive zone
sets the distance to the destination as zero. Thus, the proac-
tive zone effectively acts as a collective destination for the
data packets from the source. Once data packets enter the
proactive zone, they are efficiently routed by the proactive
protocol. Routes between the source node and the edge of
the proactive zone are maintained reactively.
Overall, SHARP is a general framework for hybridization

that can be used with any combination of proactive and reac-
tive routing protocols whose costs are analytically tractable
with information efficiently available to the route destina-
tion.

5. MODEL
An analytical model of proactive and reactive routing

costs enables SHARP to make an informed trade-off between
different routing regimes. This model provides an accurate
estimate of the routing overhead of the proactive component
and an approximate analysis of the overhead of the reactive
routing component.
The notation NA

r is used to represent the number of nodes
in a region of radius r around node A. The average lifetime
of a communication link is represented by λ. We assume
that link lifetimes are independent of each other and are
exponentially distributed. Consider a source node S that
transmits data to a destination node D, which is located
at a distance of h hops from S. Let a proactive zone of
radius r hops exist around the destination node D. The
SHARP proactive routing protocol (SPR) is employed for
routing within this proactive zone, while the reactive routing
protocol is used by S for discovering routes to the proactive
zone. This setup is illustrated in Figure 2.

Proactive Routing Overhead
The routing overhead of SPR has two components. A por-
tion of the overhead is fixed and stems from the periodic
control packets used to generate the DAG. The remaining
overhead stems from event triggered control packets gener-
ated as a result of link-failures. The periodic overhead in
turn consists of control packets sent during periodic DAG
reconstruction, as well as update packets sent every bea-
con interval. Let fu be the frequency at which update pack-
ets are generated by each node in the proactive zone and
let fc be the frequency at which construction is started by
the destination node D. The per-node overhead for sending
update packets is fu packets per second. Since during con-
struction, each node in the proactive zone broadcasts the
construction packet exactly once, the per-node overhead for
construction is fc packets per sec. Thus, the total fixed over-

DS

h h

h

h−r r

AODV

SPR

Figure 2: This figure shows a route setup between the

source node S and a destination node D at a distance of h

hops. A SHARP proactive zone of radius r is maintained

around the destination node D, while the source node S

employs AODV to find routes to the proactive zone.

head of SHARP proactive routing component is ND
r (fu+fc)

packets per second in a proactive zone of radius r.
The fixed component of the routing overhead of SPR is

independent of both the mobility rate and the number of
sources sending data packets to the same destination. If
there are several destinations, the same node in the network
could belong to the proactive zones of multiple destinations.
In that case, updates for different destinations are aggre-
gated into a single packet. Thus the number of periodic
update packets sent does not increase even though the size
of update packets increases with the number of destinations.
If a node belongs to the proactive zone of d destinations, the
fixed SHARP overhead at that node can be given by fu+dfc

packets per second.
Link-breaks within the proactive zone trigger control pack-

ets carrying changes in the height of a node in the proac-
tive zone of a destination D. SPR employs TORA’s repair
mechanism [3] to update the height of each node upon a
link-failure. Accordingly, the height of a node in the proac-
tive zone changes only if all downstream links in the DAG
at that node fail. Assuming that different links at a node
are formed and broken independently with the lifetime dis-
tributed exponentially with mean λ, the average frequency
at which all the downstream links fail at a node can be es-
timated to be 1

2βnλ
(see [24]), where βn equals

Pn
i=1

1
i
, and

n is the number of downstream links at that node. In addi-
tion, an event triggered by link-failures at a node alters the
status of several of its upstream links. This results in re-
duction of downstream links at other nodes. Incorporating
the effect of this in our earlier estimation, we can revise the
approximation of the frequency of event triggered updates
to 1

2(βn−1)λ
. Each destination incurs this overhead. Hence,

the overhead scales linearly with the number of destinations.
The contribution of event-triggered overhead to SHARP’s

proactive routing component is very low. The total routing
overhead of SPR in a proactive zone of radius r around a
destination node D is ND

r (fu + fc +
1

2(βn−1)λ
) packets per

second. In practice, the frequency of periodic updates, fu, is
chosen to be much higher than the frequency of link-failure,
1
λ
, in order to detect failures quickly. As a result, the pe-

riodic packets dominate the control overhead of SPR. This
trend is also observed in our simulation results presented
in Section 7. Thus, SHARP’s proactive routing component
presents a predictable routing overhead, which is mostly in-
dependent of the mobility rate.
The size of the proactive zone substantially determines

the overhead of SPR. As the zone radius is increased, the
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overhead of SPR increases significantly since, the number of
nodes in a proactive zone, ND

r , often increases polynomially
with the zone radius.

Reactive Routing Overhead
Accurate estimation of the routing overhead of a reactive
routing protocol such as AODV is very difficult. Here, we
present an approximate analysis of the routing overhead
of AODV, which helps us to characterize the behavior of
AODV and provide heuristics for adapting the radius of the
SHARP’s proactive zones. The evaluation section shows
that these approximations work well in practice.
AODV expends several control packets, such as route re-

quests, route replies, and route errors during route discovery
and maintenance [23]. Route requests for a destination D
are generated at the source node S when a route to D is
requested for the first time, or when a route is broken due
to link-failures. Route replies are transmitted in response to
route requests, while route errors are generated when a route
to a destination fails. The number of route error packets is
typically low compared to the number of route requests and
route replies, since the route errors are propagated only by
the nodes in the route between S and D, whereas route re-
quests and route replies could be propagated by any node
in the network.
The overhead for a source node S to reactively discover a

route of length h is approximately proportional to NS
h pack-

ets, where NS
h is the number of nodes at a distance of at

most h from S. In reality, the source node does not know the
correct distance to destination D. Instead, it restricts the
propagation of route requests to within a few hops of h by
using the expanding ring search. AODV routes fail at an av-
erage rate of h

λ
per second under the assumption of indepen-

dent and exponentially distributed link-failures (see [24]).
Thus, the route maintenance overhead of AODV, for active
routes, is approximately proportional to NS

h
h
λ
. Other fac-

tors such as congestion could also cause route breaks. In
this analysis, we assume that the impact of congestion is
insignificant compared to the effect of mobility on routing
performance. AODV’s routing overhead increases with the
distance between the source and destination, since longer
routes break more often than shorter ones. Also, destina-
tions farther away require route requests to be propagated
in a larger area. The routing overhead of AODV is propor-
tional to the number of active routes in the network. Hence,
AODV’s overhead increases with the number of sources and
the number of destinations in the network. If s sources are
transmitting data packets to a single destination, the total
routing overhead of AODV is approximately proportional
to
Ps

i=1 NSi
hi

hi
λ
, where Si represents ith source and hi its

average distance from D.
While the model presented here provides a quantifiable

metric that can guide how to modify the proactive radius,
it is still an approximation. The values it computes may
diverge from the actual behavior of the deployed routing
protocols. Optimizations such as route caches, local route
repair, and multiple routes would impact the actual cost ob-
served in the network. However, we show in the evaluation
section that the model captures the overheads of routing pro-
tocols adequately and leads to the construction of adaptive
hybrid protocols that outperform both the purely proactive
and the purely reactive routing components across a wide
range of network conditions.

In the next section, we discuss the application of this anal-
ysis to the construction of specialized adaptation algorithms.
Since each node makes independent decisions, further dis-
cussions in the paper only describe adaptation at a single
node. However, these protocols apply equally well to multi-
ple nodes, as the adaptation does not require any consensus
or communication between the participating nodes.

6. SHARP ADAPTATION
SHARP controls the performance of the routing protocol

by dynamically adjusting the zone radius around each desti-
nation. Each destination node varies the size of the proactive
zone around itself by taking into account the network char-
acteristics, such as the mobility rate and the node-degree, as
well as the data traffic characteristics, such as the number
of sources and the distance of the sources from the destina-
tion. The decision to alter the present zone radius is made
by a destination locally and independent of other destina-
tions. This enables SHARP to control different application-
specific performance metrics, such as routing overhead, loss
rate, and delay jitter, and to have different nodes in the
network that optimize for different metrics simultaneously.
This section explains the mechanisms and the strategies used
to perform the dynamic adaptation in SHARP.

6.1 Adaptation Mechanisms
To enable efficient operation and frequent adaptation, we

need low cost mechanisms for monitoring the network and
changing the size of the zone radius accordingly. In partic-
ular, SHARP requires mechanisms for estimating low-level
network characteristics, such as average link lifetime and av-
erage node-degree, as well as traffic characteristics, such as
loss rate and delay jitter. It also requires an efficient mecha-
nism to propagate the zone radius and modify the proactive
zone based on these measurements and the analytical model.
SHARP nodes continually monitor network characteris-

tics. In particular, nodes in a proactive zone measure and
maintain the average link lifetime of their immediate links.
In addition to average link lifetime, the nodes in a proac-
tive zone also measure the average node-degree, that is, the
number of immediate neighbors. They aggregate the aver-
age link lifetime and the average node-degree with the values
received from other upstream nodes as part of the update
protocol and broadcast the aggregated-values periodically
along with the update packet. These values are combined
throughout the update process, taking care not to double-
count data, until they ultimately reach the destination at
the center of the DAG. The destination then estimates λ
and computes ND

r at the end of an update cycle.
The destination node also locally maintains statistics about

the data traffic that it has received. Each destination keeps
track of the identity of the source, the current distance to
the source, and the average performance in terms of loss rate
and delay jitter over a period of time. To facilitate these
measurements, each source node inserts a SHARP header
as an IP option to every data packet. The SHARP header
contains the number of packets transmitted by the source to
this destination and a field marking the distance to the des-
tination, which is initialized to 1. Every intermediate node
transmitting this packet increments the distance field, en-
abling an up-to-date measurement of the hop-count between
the source and the destination. The destination records the
number of data packets it received and estimates the loss
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rate in the network from the count of the data packets sent.
The destination keeps track of the arrival times of consecu-
tive packets and directly computes the delay jitter from the
variance of inter-arrival times. Note that computing the de-
lay jitter does not require clock-synchronization between the
source and the destination, since a local clock is sufficient to
measure the variance of inter-arrival times. Combined with
the low-level network characteristics, traffic metrics enable
each destination to independently compute the optimal ra-
dius for its proactive zone.
Once a new zone radius has been computed, it needs to

be efficiently disseminated to the nodes in the new proactive
zone. The decision to expand or shrink the zone radius
is made periodically, just before a DAG reconstruction is
initiated by the destination. The destination-centered DAG
is reconstructed as described in Section 4, with the new value
of the radius. Thus, expanding the radius from r to s for s >
r is straightforward and imposes no extra routing overhead
on SHARP proactive protocol.
When the radius is shrunk from r to s for r > s, care

must be taken to purge the nodes in the older DAG that
are no longer part of the newly formed DAG. This is per-
formed by setting the time-to-live field of the construction
packet to r instead of the new radius s. Nodes receiving this
construction packet terminate all proactive activity for that
destination if they do not belong to the newly built DAG.
In addition, the nodes that do not receive this construction
packet due to network congestion stop receiving periodic up-
date packets from their neighbors if they do not belong to
the new DAG and, thus, perceiving link-failures will start
purging themselves from the DAG. Thus, this scheme ex-
hibits graceful degradation without the need for costly reli-
able multicast services or distributed consensus protocols.
Decisions to alter the radius of the proactive zone are

taken periodically every reconstruction interval. In order to
impart stability to the process of adaptation, SHARP em-
ploys hysteresis in the form of two thresholds. The up thresh
and the down thresh, with values 1 and 1.5, respectively, de-
termine the high and low water marks in a given metric,
before a change in the zone radius is triggered.

6.2 Adaptation Strategies
SHARP uses the efficient mechanisms described in the

previous section to dynamically manage the trade-off be-
tween proactive and reactive routing. It provides a general
framework that can be used to achieve different application-
specific goals. In this section, we describe applications of
this framework to achieve three separate goals.

Minimal Packet Overhead
Routing overhead is a critical consideration when choosing
a routing protocol. In mobile environments, nodes are typ-
ically limited by battery power. Routing algorithms that
require excessive communication will experience greatly di-
minished system longevity.
Our strategy for adapting the zone radius in order to re-

duce the routing overhead is based on the previously dis-
cussed trade-offs between proactive and reactive routing com-
ponents. The cost of the proactive component is indepen-
dent of the number of sources, and it can be amortized across
the multiple sources that are sending packets to the same
destination. Since SPR performs local repair, the overhead
of SHARP’s proactive component is largely independent of

the mobility rate. The cost of reactive routing is tightly
coupled to the number of sources as well as the mobility
rate. As the mobility in the network increases, the reactive
routing component is forced to incur higher aggregate costs
for route discovery. Thus, depending on the instantaneous
values of network parameters, there is an opportunity for
optimization by choosing one routing regime over another.
We propose a protocol for minimizing the per-packet over-

head of routing algorithms based on the SHARP adapta-
tion framework. Called SHARP-PO, this protocol performs
a dynamic adaptation between predictable, high cost SPR
protocol versus the varying costs of reactive AODV proto-
col in order to find the optimal mix of routing overhead.
The goal of the SHARP-PO protocol is to dynamically find
values for proactive radii that optimize the total cost. The
model introduced in Section 5 enables SHARP to quantify
the trade-off between different routing regimes in terms of
overhead. The overhead of routing in a proactive zone of ra-
dius r around the destination D is ND

r (fu + fc +
1

2(βn−1)λ
).

The overhead of AODV for each source outside the proac-
tive zone at a distance h hops from D is approximated by
NS

h−r
h−r

λ
. Note that the source node only needs to find a

route to some node on the edge of the proactive zone. Hence
only h − r nodes in the path perform reactive routing.
The destination node estimates the incremental difference

in the overhead of the two components, when the radius
is increased by 1, using the above expressions. If the re-
duction in the overhead of the reactive component is more
than up thresh times the increase in the overhead of the
proactive component, the radius is incremented by 1. Sim-
ilarly, the difference in overhead is computed for the case
of radius decrement and the radius is decremented by 1, if
the reduction in the overhead of the proactive component
is more than down thresh times the increase in overhead
of the reactive component. Otherwise, the radius is kept
unchanged. This algorithm is executed periodically, once
every reconstruction interval. During these estimations, lo-
cally observed values of mean link lifetime and node-degree
are substituted for both SPR as well as AODV.

Bounded Loss Rate
Loss rate is a critical parameter for a network-layer rout-
ing protocol. Higher layer protocols such as TCP are quite
sensitive to packet loss in the underlying layers. A rout-
ing protocol that results in a high loss rate will experience
greatly diminished TCP throughput [8, 16]. Other appli-
cations such as compressed video also exhibit relatively low
tolerance to loss rate.
There is a fundamental trade-off in terms of overhead

and reliability between the proactive and reactive routing
components. SPR constantly maintains destination-directed
DAG with multiple redundant paths. Consequently, it in-
curs low loss rates, as it can quickly find alternative routes
in response to link-failures. The reactive protocol detects
route-failures lazily, that is, only when attempting to send
data packets, and hence can suffer from packet loss when
links fail. However at low mobility, the reactive routing com-
ponent offers small loss rate at very low cost. The proactive
component, though effective, incurs fixed overhead in re-
gions of low mobility. This motivates an adaptive strategy
to pick the minimal sufficient proactive radii to guarantee a
targeted loss rate without incurring excessive control over-
head.
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We propose an application-specific protocol, named SHARP-
LR, for achieving a target loss rate specified by the user,
while simultaneously minimizing packet overhead. This pro-
tocol operates by adjusting the proactive zone in response to
perceived loss at the destination, so that the protocol does
not experience loss greater than the targeted rate. SHARP-
LR uses the packet loss measured at the destination as the
driving metric for adaptation. The heuristic used here is
to increase the zone radius by 1, if the perceived loss rate
is up thresh times more than the targeted loss rate and to
decrease the zone radius by 1, if the perceived loss rate is
less than down thresh times the target. The proactive zone
is then expanded or shrunk according to the chosen radius.

Controlled Delay Jitter
Delay jitter, measured as the variance of the inter-arrival
time between packets [12], is a critical performance metric
for many real-time applications. For instance, applications
involving periodic transmission of sensor data, such as object
tracking, as well as multi-media applications for transmit-
ting uncompressed voice streams are highly sensitive to the
variance in packet arrival times [12].
There is a trade-off between the overhead entailed by the

two routing components and the delay performance they
provide at different network conditions. SHARP’s proactive
component exhibits lower variance in latency in highly mo-
bile networks. The reactive component reconstructs routes
upon route failures resulting in a temporary halt of data
flow. Consequently, frequent route-failures increase jitter.
In low mobility scenarios, the reactive component offers the
desired jitter performance at a very low overhead compared
to the proactive component. This motivates an adaptation
strategy to utilize the trade-off and provide good jitter per-
formance at low overhead as the network conditions vary.
Note that, in addition to route failures, jitter is also affected
by congestion in the network. Currently, our protocol does
not take into account the effect of congestion on delay jitter.
Our third protocol, called SHARP-DJ, aims to achieve

an application-specified delay jitter with minimal overhead.
SHARP-DJ aims to pick the minimal sufficient proactive
radii to guarantee a targeted jitter without incurring exces-
sive overhead. SHARP-DJ employs a heuristic very similar
to SHARP-LR. Packet inter-arrival times are tracked by the
destination as packets are received. If the perceived jitter is
more than up thresh times the target value, the zone radius
is increased by 1. Similarly, if the perceived jitter is less
than down thresh time the target value, the zone radius is
decreased by 1.

7. EVALUATION
In this section, we evaluate the three application-specific

protocols that we introduced in the previous section. We
examine the performance of SHARP-PO, SHARP-LR, and
SHARP-DJ, and show that these protocols perform well in
a variety of settings. We also provide the intuition justifying
why they work well by examining a non-adaptive version of
SHARP with statically selected, fixed values for the zone
radius.
SHARP was implemented in GloMoSim [27], a scalable

packet-level simulator with an accurate radio model. The
many parameters necessary for a realistic simulation were
derived from real-world applications. The MAC protocol
and radio characteristics were set to approximately corre-

spond to the Lucent WaveLANTMcard with a data rate of
11 Mbps at 2.4 GHz radio frequency operating at 250m nom-
inal transmission range. IEEE 802.11b was used as the MAC
protocol. The internal parameters of the AODV protocol
were set as suggested in [23]. For SPR, we used the value of 1
second for beacon interval and the value of 2 for beacon loss,
which correspond to standard values suggested in hello pro-
tocols [23]. We used 5 seconds for reconstruction interval,
and 10 milliseconds for T and W in the construction proto-
col. The values of up thresh and down thresh were set to 1
and 1.5, respectively.
We performed simulations with several topologies. Here,

we present simulations performed by distributing 200 nodes
uniformly at random in an area of 1700m × 1700m and 600
nodes in an area of 3000m × 3000m. Each simulation was
run for a duration of 360 simulated seconds. The mobility
in the environment was simulated using a random-waypoint
mobility model, wherein each node randomly chooses a point
in the field and moves towards it at a randomly chosen ve-
locity. The node then pauses for a specified period at the
destination before continuing the same pattern of motion.
In our simulations, velocities ranged between 0 m/s and 20
m/s, while the pause time was set to 0 seconds, which corre-
sponds to constant motion. We controlled the mobility rate
by varying the number of mobile nodes in the network. A
mobility fraction, F, of 0 corresponds to all stationary nodes,
while a mobility fraction of 1 corresponds to all nodes in
continuous motion.
We show data from two scenarios. In themulti-destination

topology, we examined a network where 4 destinations are
sent data packets from 1, 4, 7, and 10 sources respectively.
The source and destination pairs were chosen randomly, and
the relative popularity of the destinations approximated hot
spots in the network. In the single-destination topology,
we examined a single destination in isolation to provide the
intuition behind the performance of the multi-destination
case. A constant bit rate (CBR) generator drove the data
traffic in our simulation. We set the data traffic rate to
correspond to audio traffic at 16 kbps as described in [13].
Accordingly, each source sent packets of 256 bytes at a rate
of 8 packets per second in the 200-nodes topology. However,
in the 600-nodes case, we had to restrict the data rate to
2 packets per second due to scalability limitations of the
simulator. The sources started transmitting from a time
randomly chosen between 50 seconds and 100 seconds of the
simulation, and stopped data transmission after 250 seconds.
Each data point corresponds to a mean of 30 repeated

measurements with different seeds of the random number
generator. We plot the 95% confidence interval as error bars
on the graphs.

Minimal Packet Overhead
We first demonstrate the need for a hybrid algorithm by ex-
amining routing overhead for different zone radii, and show
that the optimal point lies between purely proactive and
purely reactive routing regimes. In the first experiment,
we set the zone radius to a fixed value for the duration of
each simulation. We vary the zone radius from 0 (corre-
sponding to AODV) to 13 gradually and then increase it
to a very high value to cover the entire network (marked
as SPR in the figure). Figure 3(a) shows the total packet
overhead when 5 sources send packets to a single destina-
tion in a network of 600 nodes. Figure 3(b) shows the total
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Figure 3(a): Total packet overhead vs. zone radius for a
single destination with 600 nodes. This graph illustrates
that the optimal routing strategy varies with mobility in
the network.

Figure 3(b): Total packet overhead vs. zone radius for mul-
tiple destinations with 600 nodes. This graph shows the
trade-off between reactive and proactive components at dif-
ferent mobility rates.
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Figure 4(a): The routing protocol overhead vs. mobility
for a single destination with 600 total nodes. This graph
illustrates that SHARP-PO achieves comparable or better
overhead than the proactive and the reactive components.

Figure 4(b): The routing protocol overhead vs. mobility
for multiple destinations with 600 total nodes. This graph
illustrates that SHARP-PO achieves comparable or better
overhead than the proactive and the reactive components.

packet overhead for the multi-destination case, where 1, 4,
7, and 10 sources respectively send packets to the 4 different
destinations in a 600-nodes network. The graphs also show
the packet overhead for different values of mobility fraction
between 0 (static network) to 1 (all nodes in motion).
These graphs validate the trade-off between reactive and

proactive routing components inferred from the model pre-
sented in Section 5. The overhead of the reactive compo-
nent gradually increases as the network becomes more mo-
bile. The local-repair mechanism employed by the proactive
routing component entails very little communication, and
therefore, does not contribute much to the total overhead.
Consequently, the reactive component achieves low overhead
when the mobility is low, while the proactive component in-
curs lower overhead when the mobility is high. Figure 3(a)
shows that for high mobility, there are intermediate values
of the zone radius where the packet overhead is less than
both, the purely reactive and the purely proactive routing
components. Thus, no single value of zone radius is the best
choice for all levels of mobility. A protocol that dynamically
adapts the zone radius with changing network conditions is
necessary to achieve optimal performance.
Figures 4(a) and 4(b) show the performance of SHARP-

PO, which adapts the zone radius dynamically to minimize
packet overhead, in the single-destination and the multi-

destination simulations with 600 nodes. These graphs illus-
trate how SHARP-PO adapts as the mobility in the net-
work changes. In low mobility conditions, SHARP-PO fol-
lows the overhead of the reactive component, whereas in the
high mobility conditions, SHARP-PO follows the overhead
of the proactive routing component. By finding intermedi-
ate values of zone radii, SHARP-PO entails overhead lower
than both the purely reactive and the purely proactive com-
ponents (see Figure 4(a)). When the mobility is very low,
the overhead of SHARP-PO is a little higher than AODV’s
overhead, because our current implementation of SHARP-
PO always operates with a minimum zone radius of 1 in
order to measure network characteristics.

Bounded Loss Rate
We next analyze the rate of packet loss in SHARP, as the
zone radius and mobility are varied. Figure 5(a) shows the
packet loss experienced by SHARP in a network of 600 nodes
with multiple destinations receiving packets. At low mobil-
ity, the packet loss experienced is overall quite low. At high
mobility, the loss rate incurred by the reactive component
increases significantly, while the proactive component con-
tinues to provide good reliability. On the basis of loss rate
alone, SPR appears to be a good choice for all scenarios.
However, the overhead incurred by the routing components
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Figure 5(a): Packet loss rate vs. zone radius in the multi-
destination topology with 600 nodes. This graph shows that
proactive dissemination of routing information can reduce
loss rate at the expense of overhead.

Figure 5(b): Packet loss rate vs. mobility for the multi-
destination topology, with 600 nodes and a target loss rate
of 5%. This graph illustrates that SHARP-LR bounds the
loss rate by dynamically varying the zone radius.

introduces a trade-off to be considered while picking the op-
timal point of operation. Figure 3(b) shows that the reactive
routing component entails very low overhead and provides
good loss rate during low mobility. The proactive routing
component incurs low loss at all levels of mobility, but entails
very high overhead at low mobility. These graphs validate
the trade-off in terms of loss rate and packet overhead, which
we observed earlier. A dynamically adapting protocol is nec-
essary to capture this variation with network conditions.
Figure 5(b) shows the performance of SHARP-LR, the

SHARP scheme to achieve a target loss rate, compared to
the purely reactive and the purely proactive component in a
network of 600 nodes with multiple destinations. The target
loss rate was set to 5%. The graph shows that SHARP-LR
is successful in attaining the set target for all levels of mo-
bility considered. Figure 5(c) shows the packet overhead
incurred by SHARP-LR during its operation. At low mo-
bility, SHARP-LR chooses less proactivity and achieves the
target loss rate with very low overhead. As the mobility in-
creases, SHARP-LR increases the amount of proactivity to
achieve the target loss rate. The overall cost of this scheme
is comparable to the minimum of the purely proactive and
the purely reactive components at all times. SHARP-LO
experiences slightly more overhead than the purely proac-
tive SPR, since it takes some time to choose the appropriate
low overhead zone radius. SHARP-LR efficiently adapts the
zone radius to guarantee the set target loss rate of 5%.

Controlled Delay Jitter
Figure 6(a) shows the average delay jitter of SHARP as the
zone radius and the mobility fraction are varied for a net-
work of 200 nodes with the 4 destinations receiving data at
a rate of 8 packets per second from 1, 4, 7 and 10 sources
respectively. The values of the delay jitter have been mul-
tiplied by the square of the data rate in order to normalize
them. The figure shows that as the mobility increases, the
packet inter-arrival times are less predictable for the reac-
tive component. This behavior is caused by route mainte-
nance performed to handle link-failures. By utilizing mul-
tiple available paths, the proactive component is able to
provide very low values of delay jitter. Considering the per-
formance in terms of delay jitter alone, SPR appears to be
the best choice for routing in all scenarios. However, the
overhead incurred by SPR in providing low delay jitter in-
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Figure 5(c): Packet overhead vs. mobility for the multi-
destination topology, with 600 nodes and target loss rate
of 5%. This graph shows that through dynamic adapta-
tion, SHARP-LR utilizes the trade-off between loss rate and
packet overhead to achieve its goal efficiently.

troduces a trade-off that needs to be considered while pick-
ing the optimal point of operation. The reactive component
provides good performance in terms of delay jitter at a much
lower cost than the proactive component when the mobility
rate is low. This validates the earlier observed trade-offs
between delay jitter and overhead of reactive and proac-
tive components and justifies the demand for a dynamically
adapting protocol to control delay jitter by operating at an
intermediate point.
SHARP-DJ provides good jitter performance at low cost

for all simulated levels of mobility. Figure 6(b) shows the
performance of SHARP-DJ for the same network topology,
as it tries to achieve a target delay jitter of 0.18 (normal-
ized). This graph shows that SHARP-DJ closely follows the
performance of the reactive component when the mobility is
low, but slowly increases the zone radius in order to satisfy
the goal at high mobility. SHARP-DJ performs dynamic
adaptation successfully to guarantee a user-defined target
of delay jitter for different network conditions.

All Nodes Destinations
The previous sections showed that SHARP is efficient for
networks in which the traffic is Zipf-like, that is, a few des-
tinations have several sources sending data to them. Yet
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Figure 6(a): Delay jitter vs. zone radius for the multi-
destination topology, with 200 nodes. This graph illustrates
the trade-off in jitter entailed by the reactive and proactive
routing components as the mobility in the network varies.

Figure 6(b): Delay jitter vs. mobility for the multi-
destination topology, with 200 nodes and a target jitter of
0.18. This graph shows that SHARP-DJ adapts to network
conditions to achieve the target delay jitter efficiently.
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Figure 7(a): Loss rate vs. mobility when all nodes in a
network of 80 nodes are destinations for a target loss rate of
5%. This graph shows that SHARP-LR adapts dynamically
to network conditions to achieve the target loss rate.

Figure 7(b): Packet overhead vs. mobility when all nodes
in a network of 80 nodes are destinations for a target loss
rate of 5%. This graph shows that SHARP-LR achieves its
target without incurring excessive overhead.

SHARP could also be invoked in the case where the traffic
distribution is not Zipf-like. We studied the performance of
SHARP in cases where all nodes serve as destinations. We
simulated networks of 80 nodes with data traffic destined to
all nodes from randomly chosen sources at a rate of 2 packets
per second. The limited scalability of GloMoSim prevented
us from simulating larger networks with increased traffic.
Figure 7(a) shows the loss rates achieved by AODV, SPR,

and SHARP-LR for a target loss rate of 5%, when all nodes
are equally popular as route destinations. The reactive com-
ponent incurs low loss rates at low mobility, but greater than
5% loss rates at high mobility. The proactive routing com-
ponent achieves smaller than 5% loss rates at all levels of
mobility. However, Figure 7(b) shows that it incurs a very
high overhead. SHARP-LR balances this trade-off between
loss rate and overhead and meets the target loss rate at all
levels of mobility, incurring significantly lower overhead than
the purely proactive component. These simulations demon-
strate that SHARP can work well even when the traffic dis-
tribution follows a non-Zipf pattern.

Summary of Results
In this section, we have demonstrated the performance of
three different adaptation schemes under varying network
conditions. Our simulations show that there is a fundamen-

tal trade-off between reactive versus proactive dissemination
of routing info, and that no fixed strategy, reactive or proac-
tive, is suitable for a wide range of network conditions. This
trade-off mandates the need for protocols to dynamically
adapt based on network conditions. SHARP protocols dy-
namically find a good balance between these two routing
strategies and outperform each one under varying network
conditions. Further, they enable multiple nodes in the net-
work to pursue different application-specific metrics at the
routing layer.

8. CONCLUSIONS
This paper presents SHARP, a hybrid routing protocol

that dynamically adapts to changing network characteristics
and traffic behavior. SHARP is driven by the fundamental
trade-off between proactive dissemination and reactive dis-
covery of routing information. Our quantitative measure-
ments demonstrate that no pure strategy is suited for all
network conditions, and that the optimal routing strategy
often lies somewhere in between the two extremes. SHARP
is a hybrid protocol that can automatically find the bal-
ance point between these two strategies through an analyt-
ical model for making an informed trade-off and dynamic
network measurements. It can act as a purely reactive pro-
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tocol in a quiescent network, or use purely proactive rout-
ing for hosts to which routes are in wide demand. SHARP
uses efficient mechanisms for dynamically manipulating the
zone size and simultaneously performs fine-grained adap-
tation with low overhead. Further, SHARP enables appli-
cations with different demands to control the performance
of the routing layer. We described how SHARP could be
used to minimize packet overhead, to bound loss rate, and
to control delay jitter. Our evaluation demonstrates that
SHARP achieves performance that is better than each one
of its concomitant purely reactive and purely proactive pro-
tocols across a wide range of network conditions. Overall,
there is a large spectrum of design points between purely
proactive and reactive protocols. SHARP enables applica-
tions to explore this space in networks, whose patterns of
data traffic, node-degree, and mobility rates are subject to
dynamic change.
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