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Abstract—A performance comparison is presented betweentwo A defining characteristic of CDMA is the possibility of re-
types of code-division multiple-access wireless local area networks: ceiving multiple packets at the same time. As demonstrated
ce_ntrally controlled and ad hoc networks. Based on a finite-popu- in this paper, the multipacket reception (MPR) capability of
lation model, the network throughput, the average packet delay, th twork nod h ignificant i t th t
and the network first exit time are derived for both systems. Two € network noaes car_w ave a signimcan |_mpac on the net-
aspects of the performance comparison are addressed: 1) the com-Work performance, which affects the selection of network ar-
parison between the centrally controlled and the ad hoc architec- chitecture. In contrast, for narrowband transmissions without
ture; and 2) the impact of spreading gain and error control coding  ysing spatial and temporal diversity techniques, simultaneously
on both systems. The efficiency of bandwidth utilization is investi- .ansmitted packets are destroyed. Under this classical collision

gated by normalizing the network performance with respect to the L
consumed bandwidth. Evaluations of these performance compar- model, Aloha behaves the same in either a centrally controlled

isons are also provided. network or a fully connected ad hoc network.
Index Terms—Ad hoc networks, code-division multiple-access T he slotted Aloha protocol has been studied extensively. (See
(CDMA), performance analysis, slotted Aloha. [1] for a collection of papers.) The work by Raychaudhuri [16]

laid the foundation for the performance analysis of slotted Aloha
CDMA systems, where simultaneously transmitted packets are
assumed to have different spreading codes and are intended for

ITH THE proliferation of the Internet, there is an in-different receivers. Pursley studied the performance of CDMA

creasing demand for providing broadband wireless agacket radio networks (the name for ad hoc systems in 1970s and
cess to offices and homes. Wireless local area networks (LANS)80s) [15], [14] under the similar assumptions as thatin [16]. A
require minimum infrastructure requirements and are becomipgrformance comparison between a slotted Aloha CDMA net-
an attractive choice-of-technology for the emerging home amgrk and a multichannel narrowband slotted Aloha network can
office networking market. A widely used architecture in wirebe found in [4], where the centrally controlled architecture with
less LAN, as shown in Fig. 1(a), is a network centrally cora transmitter-nased CDMA scheme is assumed. When multiple
trolled by the base station (BS) where every user communicategsmitters transmit to the same receiver, CDMA systems can
with others through the BS. An alternative is the ad hoc archiave the so-calledzapture effect which enables the receiver to
tecture shown in Fig. 1(b), where each user communicates wiltover the strongest or the earliest arrival packet out of multiple
others directly. In this paper, we present a performance compg#ckets in a time slot. The effect of capture on the network per-
ison between these two architectures. formance for centrally controlled systems are investigated in [3],

Wireless LANSs in applications such home/office networkingg], and [11]. Polydoros and Silvester proposed a general frame-

often cover a small area with a relatively small number afork [12] to incorporate thenultiple-accessapability and the
nodes. This makes it reasonable to assume a one-hop topolegptureeffect into the analysis of slotted Aloha CDMA systems
that requires no dynamic reconfiguration. We will also restrigiith dedicated transmitters and receivers.

ourselves to packet-switched code-division multiple-accessynile the behavior of the slotted ALOHA in a centrally con-
(CDMA) systems employing slotted Aloha random accesglled CDMA network is understood, little has been reported
protocolst Again, the restriction to a small coverage arefy; ad hoc CDMA systems where nodes transmit directly to each
allows us to ignore the near—far effect. We also assume thgher and any node can be a potential transmitter or receiver.
the spreading code of every node is known to every other no@@e reason, as suggested in [17], is that the analysis becomes
after initialization. intractable due to the uncoordinated behavior of nodes in such
Manuscript received March 24, 2001; revised April 1, 2001; accepted Alr}-etworks' Therefore, the effect of the.ad ho.c architecture on the
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Fig. 1. (a) Centrally controlled system. (b) Ad hoc system.

coding on the network performance of both systems, which alaofixed probability in each successive uplink slots until a

lead to the understanding of efficiency of bandwidth utilizatioauccessful transmission occurs.

in both systems, are investigated. Specifically, based on a fi-Each node in the network transmits packets in the uplink

nite-population model, the network throughput, average packeting an unique spreading code which is assumed to be ran-

delay and the first exit time (FET) of the two systems are derivetbmly generated. The BS has the knowledge of each node’s

and performance comparisons are evaluated. Furthermore,coide. We assume that the receiver at the BS is a bank of matched

fects of spreading gain and error control coding on the netwdikers. Furthermore, we assume thatin the downlink the BS uses

performance of both systems are quantitatively analyzed. orthogonal codes for packets intended for different nodes so that
The paper is organized as follows. In Section II, we provideach receiving node always successfully receives its packets and

models of these two networks and necessary assumptionsth transmission success of a packet depends on the uplink re-

the analysis. Section Il characterizes the Markov chain mogeption alone.

eling of these two systems. We devote Sections IV, V, and VI Ad Hoc Systentig. 1(b) illustrates an ad hoc network. Nodes

to the performance comparison of the network throughput, a@nsmit to each other directly through a common channel by

mitter or receiver. The same slotted Aloha random access pro-

tocol used in the centrally controlled network is also employed
II. Two SYSTEM MODELS by all nodes. The transceiver at each node is also half-duplex
[15]. Every node uses a unique code to spread its transmitted
We consider a packet-switched CDMA network using thgackets. In order to receive packets from any potential nodes,
slotted Aloha random access protocol under two different nefe assume that each node has the knowledge of all possible
work architectures: the centrally controlled network and the &@reading codes and the receiver at each node is also a bank
hoc network. First, we describe the models of these two sys§matched filters.

tems, then, we present necessary assumptions for the perfosvhile the multiple packet reception (MPR) capability of a

mance analysis. node due to the spread-spectrum modulation in the ad hoc net-
work is the same as that of the BS in the centrally controlled net-
A. System Descriptions work, the reception capability of nodes in the two systems are

, ) fundamentally different. For example, because transceivers are

Centrally Controlled Network:The first system is the nait gyplex, a transmitting node in the ad hoc network cannot
centrally controlled system as shown in Fig. 1(2). This i¢ejve packets from other nodes. One can view this as a “col-
equivalent to a cellular network with a single cell. In this papejision” hetween a transmitter and a receiver. In a centrally con-
the term “cellular” network is used synonymously with thgqjied network, in contrast, only transmitters can collide among
“centrally controlled” network. In this architecture, multiplegach other.
nodes transmit packets to each other through the BS, i.e., nodes
transmit packets to a BS via the uplink and the BS relays these
packets to potential receiving nodes through the downlink. \We
assume a time division duplex (TDD) system with equal-sized We follow the convention used in the classical analysis of
uplink and downlink packets, each occupies one time slatiotted Aloha by Kleinrock and Lam [8]: a node which needs
Nodes are half-duplex and are always in the receiving motteretransmit a packet is referred to as in Haekloggedstate;
during the downlink period. During the uplink period, nodestherwise a node is in thenbackbggedstate. We adopt the fi-
are in the transmitting mode. A slotted Aloha random accesite population model, i.e., the total number of nodes in both
protocol is used by all nodes in the uplink: whenever a nodgstems is finite. To simplify analysis, we ignore noises and
has a new packet to transmit, it sends the packet in the earl@ssume that errors in a packet are caused by multiple-access
available uplink time slot. If the packet is not successfullinterference (MAI) alone. A linear block code is used for error
received by the BS, the node will retransmit the packet wittorrection. We make the following five assumptions about both

Assumptions and Notations
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TABLE |
KEY PARAMETERS AND NOTATIONS

M total number of nodes

n number of backlogged nodes

A new packets arrival rate for the whole network

Da, Pr packet transmission probability of unbacklogged and backlogged nodes
N spreading gain

t number of correctable errors

Te coding rate

L, length of a packet in bits

Sjk probability that a node successfully demodulates k out of j packets

Q.(k,n) | probability of k£ transmissions from unbacklogged nodes
given that there are n backlogged nodes

Q- (k,n) | probability of k transmissions from backlogged nodes
given that there are n backlogged nodes

Tjk probability that k out of j packets in the time slot are received by

their intended receivers (for ad hoc networks)
qn probability that | packets are intended for idle nodes

given that there are total L packets in the time slot (for ad hoc networks)
drmm probability that an idle node successfully receives n out of m packets intended

for it given total L packets are in the time slot (for ad hoc networks)

the centrally controlled and the ad hoc systems with key notsition matrixP. = [p¢ ], we first define the reception matrix
tions listed in Table I. for the BS
Assumption 1Nodes generate packets according to indepen-

. . . sijo su 0 0
dent Poisson processes with equal arrival rate. So0  So1  Sgg - 0
Assumption 2:There is an immediate feedback about the S = } ) 1)
status of the transmission. 5 3
Assumption 3There is no buffer at any node, i.e., each node SmMo  SM1 SM2 cc SMM
can at most hold one packet at a time. _ wheres;;, is the probability that the BS successfully demodu-
Assumption 4With probability sx;, the receiver at the BS |5tes) out of j packets.
or a node in the ad hoc system detects successfulyt of i Elements ofS are a function of the probability of a node to
colliding packets in a time slot. N _ successfully detect a packet in a collision. For CDMA packet
Assumption SEach node has equal probability to transmit tQystems, given total number of packets in a slot, it is difficult
every other node. to determine the exact probability of successfully detecting a

Note that Assumption 1-Assumption 3 are standard gsacket by a receiver. Even if we ignore channel noise, evalu-
sumptions for the analysis of slotted Aloha systems with finitging bit-error rate (BER) is a nontrivial task [9]. Furthermore,
number of nodes [2]. Assumption 4 is due to the matchegk errors in a packet do not occur independently [6]. Since we
filter receiver structure described previously. Further, note notintend to study how to obtain a more accurate approxima-
that Assumption 4 implies the perfect power control, whicfion of packet success probability, we use a standard Gaussian
is approximately valid for LANs. This assumption enables Ugssumption provided in [6] about the MALI, i.e., the output of a
to obtain analytical expressions of the network performanggatched filter corresponding to MAI components is assumed to
which can provide insights into the behavior of ad hoc CDM#Ae a white Gaussian random process. Furthermore, we assume
systems. bit errors happen independently within a packet.

The computation of packet success probability also follows
[lI. M ARKOVIAN ANALYSIS [6]. Let k be the total number of packets in a slat, be the

We follow the Markov chain approach proposed by K|einsprea(jing gain, and be the output of each correlator corre-
rock and Lam [8] for the finite-population model analysis wittsPonding to the MAI components. In the standard Gaussian as-
the number of backlogged nodesas the network state. ForSumption,z is assumed to be a white Gaussian random process.
an M-node network, the Markov chain is characterized by thehe variance of is given in [9] to be(k — 1)(V/3). The BER
(M +1) x (M +1) transition matrixP = [p,,x] with p,,, being 7 is given by

3N
- 1) (2)

the probability that the network state goes franto % in one
transition. Next, we characterize the Markov chain for both sys- t=Q
tems by obtaining the transition matrix of each system.
A. Characterizations of the Centrally Controlled Network  whereQ(y) = (1/v/2x) [ e~/ dt. Under the assumption

In the centrally controlled system, the network state changiéét errors occur independently in a packet, we then have the
every two time slots (packets are transmitted during the uplimiacket success probability

time slot and received in the downlink time slot), therefore, the +
transition probabilityp,,;, is the probability that the network po(k) = Z <L> 21—z 3)
state goes from to k in two time slots. To obtain the state tran- o \?
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wheret is the number of bit errors that can be corrected by
coding. If each matched filter works independently at the BSs
receiver, s, is the probability thatn out of & independent
Bernoulli trials are successful with single trial success proba-
bility p.(k), hence, we have

n

o = (k) pe(k)" (1 = (k)" (@)

Following [16] and utilizing the fact that the change of the
network state is determined by the difference between the
number of unsuccessful transmissions from unbacklogged
nodes and the number of successful transmissions from back-
logged nodes, we can obtajrj, as follows: letQ¢(k,n) be Fig.2. Two issues in DS/SS slotted Aloha ad hoc networks.
the probability that: unbacklogged nodes transmit packets in

a given uplink slot and); the probability that: backlogged successfully detects one packets, there is only half chance that

nodes transmit the packet from B’s is detected. To take into account the node
M—n Mnk . availability and the possibility that a node detects packets not
Qg (k,n) = < 1 ) (1-p3) V29 (5) intended for it, we define the network reception matfias
and o ra 0 -+ 0
c _ n n—k, k T r r e 0
Qr(kvn) = <k‘> (1 - pr) Dy (6) R = ?0 2t 2 : (9)
wherept = 1 — e~(¥M) is the the probability that there is MO TM1 TM2  TMM

at least one packet arrives at an unbacklogged node during t#Qerer-;,, is the probability that: out of j packets in the time
slots for the Poisson arrival with rateandp, is the retrans- sjot are received by their intended receivers in the network.
mission probability for a backlogged node during the uplink | general is a function ofS and the network traffic pattern.

slot. The transition probability;, . is given by (7) shown at the The conversion of to R in an ad hoc system is provided by the
bottom of the page withy, defined to be one. Since the Markovto|lowing theorem.

chain defined is irreducible and aperiodic, the stationary distri- Theorem 1: Under Assumption 1-Assumption 5, given total
bution of the network statgy“},L, can be obtained by solving 7, < 37 packets are transmitted in a time slot, the probability
the following balance equation: that there are: < L successfully received packets by their in-
tended receivers in the network is given by

“=qF (8)
- M- L
whereg® = [¢§, 45, ..., 5] andd_ ¢S = 1. L min(,M—L) ( J >
TLn = Z Z (ILIW
B. Characterizations of the Ad Hoc Network l=n J=min(l,1) (M- L)

Since the network state can change during one time slot in I J
the ad hoc network, the transition probability;. is defined for -« Z H dr o b, (10)
; atlas!...ay! . e
every time slot. In the centrally controlled system, the Markov T . 7 hmni=l
chain transition matrix only depends ap; which is related g=r
to the receiver capability. In the ad hoc system, however, dgherea; = 1,2...1,b; = 0,1,...a; and
termining the Markov chain transition matrix is not straightfor-

a;=
j=1 "7

ward. The reason is that,;, does not completely characterize (L M-I\ L-1 I—1 11
the multiple packet reception capability of the network. For ex- =1 M-—1 (M — 1) (11)
ample, in Fig. 2 node A and B are transmitting, node C is re- a; L—a;
ceiving. A solid line indicates the packet is intended for a node, L—(ai—bi) < b, ) ( k—b; )
whereas a dotted line indicates the packet is not intended for the dra.b, = Z 17 SLk (12)
node butis also presented at the receiver because of the full con- k=b; < i >
nectivity. Clearly, node B cannot receive node A's packet due to
half-duplex operation of its transceiver. Furthermore, if node & proof is provided in Appendix A.

o = Sk o St e (=i Qe (¥, ) QS (., m), 0<k<n @

A Yo S - (- @5 (2, 0) Q5 (y,m), m <k <M
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Once we haveR, we can substitute;; by r;; into (7) and throughput3, is defined per time slot, we can obtain them by
obtain the Markov chain transition matrix of the ad hoc networtke following:
P, = [p%,] by (13) at the bottom of the page, where

Be(n) N
. M _ . ek . cln) = —
%wm:<k”yumw Fet @) 2 ¥
and Bc = E(ﬂc(n)) = Z ﬂc(n)q:} (19)
a(l. — n 1— - n—k, k 15 =0
Qr(k,n) <I<;> (L=p)" P (15) where ¢;, is the stationary distribution of the network state

are probabilities that packets are transmitted by unbackloggelfarkov chain. o

and backlogged nodes in one time slot, respectivelyparahd Throughput of the Ad Hoc Networimilarly, we can have
p, are packet transmission probabilities for unbacklogged aH¢ throughputs,(n) and the average throughpgt of the
backlogged nodes in one time slot in the ad hoc system, respa@-noc system

tively, roo is also defined to be one. The Markov chain is also M k
irreducible and aperiodic. Note the difference betwggrmand Ba(n) = sz Zlm
pS: p is the probability that an unbacklogged node transmits a k=1 1=0
packet in one time slot and is given py = 1 — e=(*/2), Ba = E(Ba(n))
Similar to the centrally controlled system, the stationary dis- M
tribution {¢*}2Z of the ad hoc system can be obtained by = Ba(n)gs (20)
solving the Markov-chain balance equation n=0
¢ = ¢iP, (16) wherep$ is the probability that totak packets are transmitted
in one time slot in the ad hoc network.
where
- A. Throughput Bound
0" =[5, 41+ au] Cor i -
When we have the perfect receiver, i.e., all collided packets
and can be received successfully by a receiver, intuition suggests that
the throughput should reach the maximum. Indeed, for centrally
Z ¢ =1 controlled systems, when
1, j=k .
Next, we proceed to compare the performance of the centrally Sik = {0, JF#k for j=1,2,.... M

controlled and the ad hoc system. every transmitted packets will be received correctly by the BS,

therefore, the throughput is equal to the arrival traffic. However,
for the ad hoc system, the architecture and the half-duplex mode

The network throughput is defined as the average numberasftransceivers impose limits on the throughput. The following
packets successfully received by their intended receivers ith&orem provides the performance bounds of an ad hoc system.
time slot. We can apply classical results [2] to obtain formulaghe proof can be found in Appendix B.
for the throughput for both systems. Theorem 2: Under Assumption 1-Assumption 5

Throughput of the Centrally Controlled Netwoi®iven net- M &
wor_k_staten, the ngmber of pagkets sucgessfully received by Ba(n) < Zpk Zlqkz
their intended receivers in two time slots is =1 =0

k

R eSS ()

IV. THROUGHPUTCOMPARISON

k=1 =0 k=1 =0
where (22)
' The equality holds iffS = S., where
pi = Y Qulz,n)Qs(k — x,n) (18) 01 0 o
#=0 G _|0 0 1 0 -
is the probability that totat packets are transmitted in the up- A ... R (22)
link time slot. Because the throughpfit(n) and the average o 0 0 --- 1

“ { Yk Som Tyt -k Q2 () Q2w m), 0< Kk <m (13)

Pk = J—n n a a
Eilzk—n Zy:() T(LE'HI)[I_(k—n)]Qa(w? n)Qr (y7 ’I’L), n S k S M
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Fig. 3. Throughput versus offered load foe= 0 A = 0.6, p,. = 0.6. Solid line: ad hoc networks; dotted line: centrally controlled networks; left: actual; right:
normalized.

B. Normalization of the Throughput the ad hoc network under the same physical parameters (i.e.,

Because the throughput is a function of network resourcé@MeN andt). Second, we investigated the effects’ofand?
such as the bandwidth, to compare fairly the throughput of sy¥? the throughput for both systems.
tems with different bandwidth requires a normalization. We de- COmparison between the centrally controlled and the ad hoc
fine the normalized throughput as the average number of f¥Stem:We evaluated throughput of both the centrally con-
formation bits successfully received by their intended receivef8!led (cellular) and the ad hoc systems with varyiNgat a
per second per hertz [12]. Assuming binary phase-shift kethgrtlculart. Figs. 3-5 shovys both the actual throughput versus
(BPSK) modulation, given the network throughplispreading © ered load and normallze_d throughpgt versus normalized
gain N, length of the packet,,, coding rater., and symbol du- offered Ioa}d (Ieft:. actual, right: r_10rmahzed)_ for these two
ration’,, the average number of successfully transmitted infopYStEMS with varying error correction capability= 0,5, 10,
mation bits per slot i, 3; duration of each time slot is,7, ~ "€SPectively).

and the consumed bandwidth&(1/T,). Therefore, we have Ve observed from Figs. 4 and 5 that with a moderately
the normalized throughpu, powerful receiver (spreading gaiv > 10 and number of

correctable bit error¢ > 0), the ad hoc system had higher
throughput than that of the centrally controlled system under
light traffic conditions (offered load4.5); but under heavy
traffic conditions (offered load-4.5), the centrally controlled
Spreading gainV is a design parameter that can be variedystem out-performed the ad hoc system. The reason is that
To determine coding rate., we apply the Gilber—Varsharmovunder light traffic conditions and with a moderate powerful
lower bound for block codes [13]. Following [7], given packeteceiver, most of the transmitted packets were successfully
length L,, and number of correctable errarswe can have the received by either the BS in the centrally controlled network or
maximum coding rate by the following two steps: by intended nodes in the ad hoc network, but in the centrally
controlled system, these successfully received packets had
o= 2t + 1 to be transmitted again by the BS to their intended receivers
Ly during the downlink slot. Although we assume that these
Te = 1+ alogy(a) + (1 — a)logy(1 —a).  (24) packets are never lost on the downlink, the throughput is only

half of the number of successfully received packets by the

The normalization in (23) applies to both throughput and ags, under heavy traffic conditions, however, the performance
erage throughput. Given the total number of notie® achieve 5und of the ad hoc system limits the throughput; while in

the perfect receivef.., we can let the spreading gain to B&  the centrally controlled system, there is no such throughput
and assign each node one of fifeorthogonal codes. Ther_efore,bound and the throughput can be higher than that of the
we can letN' = M andr. = 1, then apply (23) to obtain the 534 hoc system. In centrally controlled systems with a poor
normalized maximum throughput. performance receiver (see Fig. 3 with= 0), the advantage
of no throughput bound cannot show up because under heavy
traffic conditions, most of the packets cannot be received by the
In the following throughput comparisons, we assum&d= BS. Hence, the ad hoc system still out-performed the centrally
10 nodes in both the centrally controlled (cellular) and the azbntrolled system.
hoc system, each packet is 1000-b long (if,, = 1000). Another interesting observation from Figs. 3-5 is that with
Two types of comparison are presented. First, we compared the same spreading gain and error control coding, the offered
throughput performance between the centrally controlled alwhd that maximizes the throughput was higher in the centrally

4, = LyreB e
v L,,TSNT% - N

. (23)

C. Throughput Comparison Evaluation
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controlled network than in the ad hoc network (for example, collision. Therefore, the throughput was almost half of the of-

in Fig. 4 with

N = 15 andt

5, the centrally controlled feredload atall load conditions. However, for the ad hoc system,

system reached the maximum throughput when offered loasindicated by Theorem 2, the actual throughput was only close
was five; but in the ad hoc network, the maximum throughptt the performance bound as shown in Figs. 4 and 5.

was achieved at around 4.4. This behavior, again, is due to thélthough it is intuitive that a higher spreading ga(iiV)
throughput bound of the ad hoc system. As the traffic becamdl lead to higher actual throughput, the effect &f on
heavier, packets were more likely targeted for busy nodes amotrmalized throughput is not obvious. We observed from
the possibility of a node detecting packets intended for othEigs. 3-5 that in centrally controlled systems, largeindeed
nodes increased in the ad hoc network. Even a node is still tad to higher normalized throughput except when= 0
pable of detecting packets successfully, the throughput of thed normalized throughput was greater than 0.35. For ad
ad hoc system started to decrease, but in the centrally controlfexdt systems, in contrast, largé¥ actually lead to smaller
system, the throughput began to decrease only after the traffarmalized throughput. Apparently, in the centrally controlled
was beyond the BSs capability. Therefore, the centrally cosystem, the throughput improvement was large enough to
trolled system could reach the maximum of the throughput aeffset the bandwidth expansion introduced by the increased

heavier offered load than the ad hoc system could.

spreading gain before the normalized offered load reached
Effects of Spreading Gain on the Throughpbr both sys- certain threshold after which the bandwidth expansion became
tems, receivers should have higher probability to successfulhe dominant factor in determining the normalized throughput
detect packets for large¥ because largeW leads to more or- (see Fig. 3). We can also observe that as the receiver became
thogonal codes, hence, less MAI. In the centrally controlledore powerful { increased), the threshold after which the
system, the actual throughput approached half of the offeredrmalized throughput began to decrease for lafgdrecame
load asN increased. For example, as shown in Fig. 5, withigher. In the ad hoc system, the bandwidth expansion cannot
t = 10 and N = 20, the BS recovered almost all packets imvercome the limitation on the throughput imposed by the node
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Fig. 7. t, the number of correctable bit errors versus maximum normalized throughput.

availability, and the normalized throughput actually decreasedn see that in centrally controlled networks, largdeads
with increasingV. to higher maximum normalized throughput, but, in the ad

Effects of Error Control on the Throughputtext, we com- hoc network, the maximum normalized throughput is not
pare the throughput of these two systems with a fixedt dif- monotonic. The maximum normalized throughput increased as
ferentt and investigate effects of error control on the throughpétwvas increased from zero to ten. However, for 10, largert
for both systems. Fig. 6 shows both the actual and the normagtually leads to decreased maximum normalized throughput.
ized throughput versus offered load for these two systems witherefore, a tradeoff can be reached to seledbamaximized
t=0,5,10,15 at N = 10. For the centrally controlled system,the normalized throughput.
because the bandwidth expansion caused by larigesmaller
than that caused by increasing both the normalized and the V. DELAY-THROUGHPUTCHARACTERISTICSCOMPARISON

actual throughput increased asecame larger. Although itis  penotel” as the packet backlogged tinig,as the time be-

not surprising that more powerful error control will improve th@yeen the packet arrival and the start of the first available time

actual throughput in the ad hoc network as shown in the left pafbt. The delay and the average delay of a (coded) packet in the
of Fig. 6, the relationship betweerand normalized throughput centrally controlled system are

turns out to be interesting. As can be observed from the right

part of Fig. 6, the normalized throughput increased for allnor- D.=W +T +2

malized offered load whehwas increased from zero to five. D.=ED)=EW)+E(T)+2=W +1+2

But ast was increased from 5 to 15, largedid not necessarily Y ngn

lead to higher normalized throughput. ==
To investigate the relationship betweeand the normalized A

throughput, we plotted the maximum normalized throughputhere we assume that a time slot is one unit time and uni-

versust for both systems as shown in Fig. 7 (left: centralljormly distributed packet arrival time within a time slot. The

controlled networks, right: ad hoc networks). Clearly, wtast equality follows the approach of Kleinrock and Lam [8].

+25 (25)
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Similarly, we can have the formulae for the delay and averagecodes packets contain only uncoded packets, the average
delay for the ad hoc system delay for an uncoded packet is

D, =W+T+1 D

l%:E@D:EMU+ﬂﬂ+1:W+%+2
_ 2N

p A. Delay Versus Avage Thoughput Evaluation

Delay NormalizationUsing differentt values in error control  Similar to the throughput comparison, we evaluated the delay
coding introduces different degrees of redundancy into a packetrsus average throughput relation for both the centrally con-
In order to make a fair comparison among networks using difolled and the ad hoc system at differéhtandt and studied the
ferentt, we define the the average packet delay of an uncodefflects of spreading gain and error control on delay-throughput
packet as the normalized average packet delay (i.e., the sumptaracteristics of both systeni®. and L, were the same as in
tion of the average backlogged time, the transmission time atie throughput evaluation.
the average waiting time for the first available time slot of an Comparison Between the Centrally Controlled and the Ad
uncoded packet). Hoc SystenFigs. 8 and 9 show the average delay versus average
The normalized packet delay can be computed in the fahroughput for both systems with a varyingatt = 0,5. We
lowing way. From (25) and (26), we can obtain the average delagserved the well-known behavior of the existence of two stable
D for a coded packet. For the sake of presentation, we assupméint [8] in both systems: for one average throughput, there are
the coding rate. = m/n, wherem andn are two integers with two corresponding delays, one is small (the desired) and the
m < n. The average delay of coded packets iaD. Since other is large (undesired). This behavior indicates that both the

(27)

which is the same as the normalization of delay used in [10].

+1.5. (26)
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Fig. 10. Delay versus average throughpit= 10. Solid line: ad hoc system; dotted line: centrally controlled system; left: actual; right: normalized.

centrally controlled and the ad hoc system are not stable; theken with the perfect receiver, packets still have delay. Larger

is an undesirable stable point of the network state. value only makes the packet delay performance approaches that
The penalty imposed by the centrally controlled architectuod a perfect receiver in the ad hoc network (see the curves cor-

on the delay performance can be clearly observed in Figsresponding to the perfect receiver ahg= 10 and the ad hoc

and 9. Under light traffic conditions, most of the packet cabound).

be received successfully in a time slot. In the ad hoc system,The effect oft on the throughput-delay characteristics in the

the packet delay was only the transmission and waiting tingentrally controlled network is the sametasn the throughput.

for the beginning of a time slot. In the centrally controlled-or the ad hoc network, we observed that largead to better

system, however, the delay must also includes the downlittkoughput-delay behavior for the ad hoc system (higher nor-

transmission time. Therefore, the ad hoc system had smaliealized average throughput at a given normalized delay level).

packet delay under light traffic conditions. When traffic became

heavier, more powerful receivers (largéf and ¢) lead to

smaller packet delay in the centrally controlled system than in .
It is well-known that slotted Aloha is unstable and has an

the ad hoc system (see Fig. 9).
y ( 9: 9) undesirable stationary point [2]. This behavior is also verified by

Effects of Spreading Gairy Given the relationship between . Lo .
N and the network throughput observed in Section IV-C, it the delay-throughput characteristics evaluation in the previous

not surprising to see that in the centrally controlled network, fG€Cton for CDMA slotted Aloha systems. We characterize the
a fixed delay value, higheN value increased the normalizedStab'“ty behawormtermspfFET [8] ofthg network state. Given
average throughput for the centrally controlled network excepttate threshold., FETT; is the average time the network state
in networks with poor performance receivers (see the right pdfet €xceeds:. assuming at time zero the network is in state

of Fig. 8) where largerV decreased the normalized averaggouow'”g [8],we can obtaid; by solving the following sets of
throughput at the same delay level. In the ad hoc network, lard&ear equations:

N uniformly lead to smaller normalized average throughput for
the ad hoc system at the same normalized delay.

Effect of Error Control:We also varied at N = 10 and eval-
uated the delay versus average throughput for these two systems
as shown in Fig. 10. Itis interesting to observe that there is a pte that in the centrally controlled system, the network state
gap between the curves with> 0 (with error control coding) changes every two time slots whereas in the ad hoc network the
and the curve corresponding#te= 0 (no error control coding). state changes every time slot. Therefore, the FET of the centrally
This behavior suggests that using error control coding can haantrolled system obtained by (28) has a unit of two time slots.
significant performance gain in terms of packet delay for both In evaluating FET, we chose the network state threshold as
systems. the state corresponding to the largest throughput for simplicity

We included the delay versus average throughput for the pas-is similarly chosen in [4]. Again, we variéd andt to inves-
fect receiver (using orthogonal codes with= 10 andt = 0) tigate the effect of spreading gain and error control on the FET
for the ad hoc system as a reference in Fig. 10. We can obsepeeformance of these two systems. The FET versus normalized
that for the centrally controlled system, when the receiver barrival rate is illustrated in Figs. 11 and 12 for differektat
comes a perfect receiver, there will be no backlogged time for &= 0, 10.
packet. As a result, the delay is the summation of the transmis-Comparison Between the Centrally Controlled and the Ad
sion time in the uplink and the downlink and the waiting timéloc SystemBecause the throughput was higher in the ad hoc
for beginning of a time slot. For the ad hoc system, howevesystem than in the centrally controlled system under light traffic

VI. STABILITY COMPARISON

Ti=14Y PT;, i=0,1,...7n. (28)
j=0
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10" b cods W10, Lo=1000 10 dtectof Nen PET We did not plot FET curves correspondingo= 15, 20 for
: v j _ o——o  AdN=10 the centrally controlled system in Fig. 12 because these FET
107\ A L : MDA approached infinity. The reason is that with such a powerful
" ' ; : % Adbound receiver in the centrally controlled system, the throughput al-
100k \ i 00 CeliN=to | | most grew linearly with the arrival rate; hence, the network state
. : : do Cell N=15 . .
' B CellNe20 never reaches the threshold which corresponds to the maximum

_ throughput. However, in the ad hoc network, the throughput
bound made the FET always finite.
_ Effect of Spreading Gairin Figs. 11 and 12, we can see that
before the network became saturated (FET approached one in
. the ad hoc network, two in the centrally controlled network),
larger N made the network more stable in the centrally con-
. trolled system. In the ad hoc system, only under light load (nor-
: e : v malized arrival rate less than 0.15 in Fig. 11), did higNeralue
100k 0‘;5 - 0_i15 02 0.2 A increase FET_at a fixed normalized arrival rate. _As the traffic
Normalized Arival Rate became heavier and before the network saturation, smiller

actually leads to longer FET at a given normalized arrival rate
as shown in both Figs. 11 and 12.

Effect of Error Control CodingComparing Figs. 11 and 12
Tx based code, M=10, Lp=1000, 1=10, effect of N on FET for the saméV, we can observe that more powerful error control
" ‘ Y ’ f ' ’ ' coding(t = 10) can greatly increase the FET in the centrally
controlled system (for example, witki = 10 at normalized ar-

FET in number of time slots

» M

Fig. 11. FET versus normalized arrival rate without error conftol= 0).
Solid line: ad hoc system; dotted line: centrally controlled system.

G——o©  AdN=10
12 : +—t Ad N=15

T Je—=a  AdN20 | rival rate 0.1, without error control coding, the FET is only about
TR\ ; e 102; but with¢ = 10, the FET isL0%). For the ad hoc system at
B T\ ; : : ' — ) small Vv, error control coding can also greatly improve the FET.
H N v For example, atv = 10, without error control codingt = 0)
T \ X : : I the system became saturated when normalized throughput was
g . \ ' greater than 0.15. With error control coding, the system reached
E"’ ' g . ' : o | saturation after normalized arrival rate was greater than 0.3.
& . AN ; " However, at largeV, more powerful error control did not af-
T ' S : A fect the FET too much (see the curve correspondiny te 20
) s ] : in Figs. 11 and 12). The reason is again attributed to Theorem 2
e T - 1 because that at largéF most of colliding packets can be recov-

5 + o o ered by a receiver, it is the ad hoc network throughput bound
0 o5 o1 o.Qz [' S'Ii« IRa(o,lzs 03 om0 that limits the throughput. Therefore, increasingill not af-
o fect the throughput too much. Hence, the transition of number

Fig. 12. FET versus normalized arrival rate with error contot 10). Solid ~ Of backlogged nodes will not be affect bwignificantly.
line: ad hoc system; dotted line: centrally controlled system.

. VII. CONCLUSION
conditions, the FET of the ad hoc system was longer than that

of the centrally controlled system when the normalized arrival We have compared the performance of two types of slotted
rate was small. As the normalized arrival rate became larg&tpha CDMA wireless LAN: ad hoc and centrally controlled.
both systems were saturated and the FET approached on8ased on a finite-population model, the network throughput, the
the ad hoc system and two in the centrally controlled systemyerage packet delay and the network FET are derived for both
respectively. For more powerful receivgld = 15,20), the the centrally controlled and the ad hoc system. A performance
centrally controlled system had similar FET as that of the dwbund is derived for the ad hoc network. The efficiency of band-
hoc system under all normalized arrival rate. The reasonvigdth utilization is measured by the normalized network perfor-
two-folded. First, the FET has a unit of two time slots in thenance. The performance comparison between the ad hoc and
centrally controlled system. Second, the offered load (cothe centrally controlled networks is evaluated. We also quanti-
sequently the network state) corresponding to the maximuatively analyzed the effect of the spreading gain and the error
throughput is higher in the centrally controlled system than gontrol coding on the network performance for the two systems.
the ad hoc system. Because we define the FET as the time th&he performance of the ad hoc network is negatively affected
network state first exceeds the state threshold which maximidgstwo factors: 1) availability of a node to receive packets; and
the throughput, the network state in the centrally controlled h&)lthe possibility that a node detected packets intended for other
to reach a higher threshold than in the ad hoc network, hennedes. The penalty on the network performance of the ad hoc
the FET of the two systems could be approximately the sametwork caused by these two factors is more significant when
although the ad hoc network had higher throughput than ttree traffic is heavier. Although there is no similar issues in the
centrally controlled system under light traffic. centrally controlled network, the process of relaying packets by
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the BS penalized the network performance, especially at liglt idle nodes in the network(— Z packets are lost due to the
traffic conditions. We observed that with the same spreadinge of half-duplex receivers). Then
gain and error control coding, the ad hoc system had higher
throughput and smaller packet delay than the centrally con-
trolled system under light traffic conditions; however, the cen- "Ln = Z prob{N'=n,T =1|L =L}
trally controlled system out performed the ad hoc systems when =0
the traffic was heavy.

For centrally controlled networks, we observed the following.

* For centrally controlled networks with moderate powerful
receivers, higher spreading gain can increase normalizgtiereqr; = prob{Z = | £ = L}. For the second step above,
network performance. we have used the fact that only those packets intended for idles
« When the receiver performance is poor in a centrally conodes have a chance to be detected correctly. Under Assumption
trolled network, higher spreading gain actually decreaséswe have
the normalized network throughput under heavy traffic
conditions. qLi = <L> (M — L)l( L-1 )L—l. (30)
» Because of the smaller bandwidth expansion introduced ! M-1""M-1
by the error control than by the spreading gain, it is _ i
more efficient to use error control than to use highey 10 determineprob{\' = n|L = L,T = 1}, we can view
spreading gain to improve the centrally controlled nefhe transmlssm_n d_fpackets taVl — L idle nodes as the classic
work performance. problem of assigning balls randomly talM — L boxes. Each

assignment corresponds to a particular transmitting-receiving

The effects of spreading gain and error control on the perfod- ttern for the packets. By solving this problem, we can have
mance of ad hoc networks are more complicated than that oaf ’

the centrally controlled networks due to the throughput bound prob{N =n|Z =1,£ =1}

L

L
= Zprob{/\/ =n|L=L7T=I}qu (29)

l=n

imposed by the ad hoc architecture. Specifically, the following M-
observations can be made. min(l,M—L) < J_ ) I
 The improvement of the network throughput ob- = Z m Z adal ail

tained from increased spreading gain cannot offset the J=min(l,n) S oy oz B
bandwidth expansion caused by such spreading gain. 5 =
Increasing spreading gain monotonically decreases nor- d 31
malized throughput; hence, lower efficiency of bandwidth X Z 21;[1 Eraisbs: (31)
utilization. 2o ba=n

« For a given spreading gain, the relationship between the, .. . . .
normalized throughput and the number of correctable t%tUbSt'tu“ng (31) into (29) yields (12).

. - . Now we need to determinér, ,. ;., the probability thab,
errors is not monotonic. An optimum value of the number ) 4D . . :
. o out of a; packets intended for the node is received given total
of correctable bit errors can be selected to maximize t

normalized throughput, pgckets are_transmitted iq atime ;Iot. We again get this prob-
. There is a significant throughput-delay performance i ability by solving the foIIOW|'ng equivalent problem: there_ are
provement from no error control coding to having err?)?Otal L balls_(total packets in a sloth,; of the_,-m are_red (in-
control coding both before and after the normalization {ended for this node), the rest of them are white (not intended for
' AtEis node). One takes out balls (detect packets) without putting

error control coding becomes more powerful, the neton em back. Every trial the probability thatballs are taken out

reaches the pe_rformance bound, hence, the |mprovem|(-:énst(k Z0.1,2,... L) anddy, . . is the probability that ex-
becomes marginal. aisbi

« Higher spreading gains improves the network stability gtCﬂy b; red balls are taken out out of thekdalls (; intended

. . ackets are detected).
I'g.ht normalized throu.ghput, but reduces the network st Denote random variablE€ as the number of balls taken. In
bility at heavy normalized throughput.

rder to take out exactly; red balls, we must havg < K <

: Althqygh more poweff“' codln_g can increase th_e networ%_ (a; — b;). Let random variablel be the number of red balls
stability for all normalized traffic conditions, the improve-
are taken out, we have

ment becomes marginal when the spreading gain becomies

higher. L—(a;i=b;)
dpap,= », prob{A=0b;|K = k}prob{k =k}
APPENDIX A b NV
A PROOF OFTHEOREM 1 L—(ai~b;) <Zl> ( b ZZ>
Let NV be the random variable for the total number of success- - k; L SLk (32)
fully received packets at the link layet,be the random variable _7' k

for the total number of packets transmitted in a time slot, and
be the random variable for the total number of packets intendetiereprob{K = k} = sp. O
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APPENDIX B
A PROOF OFTHEOREM 2

(4]

We prove the theorem in two steps. First, we show that thel®]
network throughput is maximized if and only if,, = qr»

which is the probability that out of L. packets are transmitted [6]
to idle nodes. Then, we show that if and onlyit= S.., will we
havery, = qrn. (7]
1) Step L:imaxf(n) < rr, = qrn,: The network
throughput is give by (20). Becaugg is independent of ., (8]
maximizing 3;_, I for each k maximizes the network
throughput. For a givek, denoted = Zfzo lry; and for any
. [9]
r; define
k k
0o = Zl%l, 0, = ZlTkz~ (33) [0
=0 =0
We now show thay > 6, with equality holds only when,; = [11]
qri- From (29), we can express; as [12]
k
Tel = Z Qlem Oml (34) [13]
m=l [14]

wherea,,, is the probability that givemn (out of k) packets
intended for idle nodes; packets in the network are received 15
by their intended receivers. Substituting (34) into (33), we get 6]

k

0= o (S Lo
=0

m=0

(35)

(17]

Since}" ;" la,u < m, thereforef, > 6, with equality holds
only when
— L,
Q] = 07

which leads ta,; = q;.
2) Step 2rr, = qu, Ifand Only If S = S,.: ForS = S,
we can simplifydy, q, 5, t0
07 if a; 75 bl

if l=m
otherwise

(36)
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Assumesy;, < 1. Then, if allk packets are all intended for the

same idle node, the probability of receivikgoackets will be
less than 1, which contradictg; = 1. Therefore, only

0, if 741
Sij = { 1/ if j i . leads ta,; = qrl-
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