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Alleviates CoD: Enhancing empirical convergence to $n^{-1 / 2} \forall d$

## Part I:

Measuring Information Flows in Smoothed Deep Neural Networks
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- Lacking Theory: Macroscopic understanding of deep learning

? What drives the evolution of internal representations?
? What are properties of learned representations?
? How fully trained networks process information?
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- New generalization bounds, architectures, and algorithms
- Visualization and interpertability
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(Deterministic) Feedforward DNN: Each layer $T_{\ell}=f_{\ell}\left(T_{\ell-1}\right)$

| $Y$ | $X$ | $T_{0}=X$ | $T_{1}$ | $T_{2}$ | $T_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (Label) | (Feature/lmage) | (Input Layer) | (Hidden Layer 1) | (Hidden Layer 2) | (Hidden Layer 3) |



Dog
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Deterministic DNNs: MI degenerates or has $n^{-1 / d}$ sample complexity

- Past methods are heuristic and w/o accuracy guarantees

Goal: Meaningful MI \& Accurate and scalable (in $d$ ) estimators
Smoothing Inject (small) Gaussian noise to neurons' output
[Goldfeld-Berg-Greenewald-Melnyk-Nguyen-Kingsbury-Polyanskiy'19]

- Formally: $T_{\ell}=S_{\ell}+Z_{\ell}$, where $S_{\ell}:=f_{\ell}\left(T_{\ell-1}\right)$ and $Z_{\ell} \sim \mathcal{N}\left(0, \sigma^{2} \mathrm{I}_{d}\right)$

$\Longrightarrow$ Good proxy of det. DNN wrt performance \& learned representations
$\Longrightarrow$ Mutual information can be efficiently estimated over noisy DNN!
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* Scalability: Manifold hypothesis and/or lower dimensional embeddings
$\circledast$ Algorithms: Integrate high dimensional Gaussian conv. into DNN arch.
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* Regularization and prunning: Algorithmic \& architectural advances
* Visualization and interpretability: Heatmap of DNN neural activity
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$I\left(Y ; T_{2}(k) \mid Y=y\right)$


$$
I\left(Y ; T_{3}(k)\right)
$$
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$$
\inf _{\theta} \mathbb{W}_{1}\left(P, Q_{\theta}\right) \cong \inf _{\theta} \sup _{\varphi: d_{\varphi} \in \operatorname{Lip}_{1}\left(\mathbb{R}^{d}\right)} \mathbb{E} d_{\varphi}(X)-\mathbb{E} d_{\varphi}\left(g_{\theta}(Z)\right)
$$

## Generative Adversarial Networks

NVIDIA's ProGAN 2.0 [Karras et al'19]
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* Question: Can smoothing help alleviates CoD?
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## Neural Estimation:

- Approx. discriminator by a NN \& optimize via gradient methods
- Performance guarantees? Approximation vs. estimation tradeoffs

Learning under privacy:

- Adapt classic learning setup to incorporate privacy constraints
- Theory: Bound the risk when compared to non-privatized learner
- Algorithms: Key-based schemes, Hadamard codes, etc.

Data Storage in Interacting Particle Systems:

- Distill storage question from particular tech. \& incorporate physics
- Study information capacity (systems size, storage time, temp.)

Physical Layer Security:

- Beneficial properties but impractical assumptions (known channel)
- Bridge gaps via adversarial models \& connect to adversarial learning


## Want to know more?

Website: http://people.ece.cornell.edu/zivg/

Email: goldfeld@cornell.edu

Office: 322 Rhodes Hall

Spring 2021: ECE 6970 Statistical Distances for Machine Learning

Thank you!

