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1 Introduction

Given samples from a probabilistic source, we want to infer something about the process. What
resources do we need to solve a problem?

1 How much data (sample complexity)

2 How much time (computational complexity)

3 Space complexity

11  kB

1  GB

10,000  samples

100  samples

4 Robustness

5 Privacy

6 Communication

1
1

1 1

D4D3

D2D1



2 Learning discrete distributions

Definition 1. A discrete distribution p over X is a function from a countable set X to R+, such
that

∑
x∈X p(x) = 1.

Problem: Let p be an unknown distribution with alphabet size k (|X | = k). Let X1, X2, ...Xn

be independent samples drawn from p, we want to output p̂ such that p and p̂ are close. In fact, we
can never learn P exactly, even with infinite samples. The idea is that the set of all the sequence
of samples is countable but the set of all the distribution is uncountable. It is impossible to deduce
an uncountable set by a countable set.

2.1 Total Variation/`1 distance

For a subset A ⊆ X , let p(A) =
∑

x∈A p(x) be the probability of observing an element in A.

Definition 2. The total variation distance between p, and q is

dTV (p, q) = sup
A⊆X

|p(A)− q(A)|

Definition 3. The `1 distance between p, and q is

`1(p, q) =
∑
x∈X
|p(x)− q(x)|

2.2 Problem Setting

Let X1, X2, ...Xn be independent samples drawn from p, we want to output p̂ s.t. with probability
at least 0.9, dTV (p, p̂) < ε. Our question is how large n should be.

Suppose we observe Xn
1

def
= X1, X2, ...Xn from a distribution p over X . Let

Nx
def
= {# times symbol x appears in Xn

1 }

We define the empirical estimator p̂(x) = Nx
n .

For example, let Xn
1 = T H H T T T , N(H) = 2, N(T ) = 4 and p̂(H) = 2

6 , P̂ (T ) = 4
6 .

Theorem 4. Empirical estimator solves the problem using C · k
ε2

number of samples, where C is
some constant.
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