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Automated machine learning (AutoML) seeks to reduce the human and machine costs of finding machine learning models and hyperparameters with good predictive performance. AutoML is easy with unlimited resources: an exhaustive search across all possible solutions finds the best performing model. This dissertation studies resource-constrained AutoML, in which only limited resources (such as compute or memory) are available for model search. We present a wide variety of strategies for choosing a model under resource constraints, including meta-learning across datasets with low rank matrix and tensor decomposition and experiment design, and efficient neural architecture search (NAS) using weight sharing, reinforcement learning, and Monte Carlo sampling. We propose several AutoML frameworks that realize these ideas, and describe implementations and experimental results.
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4.2 The PEPPP workflow. We begin with a collection of (meta-) training datasets and low precision configurations. In the meta-training phase, we sample dataset-configuration pairs to train, and compute the misclassification error. We use matrix factorization to compute a low dimensional embedding of every configuration. In the meta-test phase, our goal is to pick the perfect precision (within our memory budget) for the meta-test dataset. We compute the memory required for each configuration, and we select a subset of fast, informative configurations to evaluate. By regressing the errors of these configurations on the configuration embeddings, we find an embedding for the meta-test dataset, which we use to predict the error of every other configuration (including more expensive ones) and select the best subject to our memory budget.

4.3 Memory usage under two training paradigms. Both train a ResNet-18 on CIFAR-10 with batch size 32.

4.4 Kendall tau correlation of test error of all configurations between all pairs of datasets, and singular value decay of corresponding error matrix. Strong correlations allow PEPPP to succeed with a few measurements. Details in Appendix C.1.

4.5 Meta-test on CIFAR-10. After meta-training on all other datasets in Appendix C.1 Table C.1, we use ED-MF to choose six informative measurements (orange squares) with a 275MB memory limit for each measurement on CIFAR-10. Then we estimate test errors of other configurations by ED-MF, and restrict our attention to configurations that we estimate to be non-dominated (red x’s). Note some of these are in fact dominated, since we plot true (not estimated) test error! Finally we select the estimated non-dominated configuration with highest allowable memory (blue square).

4.6 Illustration of Pareto frontier metrics. (a) Convergence is the average distance from each estimated Pareto optimal point to its closest true point: average($d_1, d_2, d_3$). (b) HyperDiff is the absolute difference in area of feasible regions given by the true and estimated Pareto optimal points: the shaded area between Pareto frontiers.
4.7 Pareto frontier estimation in PEPPP meta-training, with uniform sampling of configurations. The violins show the distribution of the performance on individual datasets, and the error bars (blue) show the range. The red error bars show the standard deviation of the error on CIFAR-10 across 100 random samples of the error matrix. Figure (a) shows the matrix completion error for each dataset; Figure (b) and (c) show the performance of the Pareto frontier estimates. Modest sampling ratios (around 0.1) already yield good performance.

4.8 Error vs memory on CIFAR-10 with true and estimated Pareto frontiers from uniform sampling in PEPPP meta-training. A 20% uniform sample of entries yields a better estimate of the Pareto frontier (convergence 0.03 and HyperDiff 0.02) compared to a 5% sample (convergence 0.09 and HyperDiff 0.16).

4.9 Pareto frontier estimates in meta-LOOCV Setting I and IV (with a 20% meta-training sampling ratio and an 816MB meta-test memory cap). Each error bar is the standard error across datasets. The x axis measures the memory usage relative to exhaustively searching the permissible configurations. ED-MF consistently picks the configurations that give the best PF estimates.

4.10 Relative performance with respect to ED-MF in meta-test Setting IV when making 3 measurements (memory usage ~10%) on 10 ImageNet partitions. ED-MF outperforms in most cases.
5.1 **A toy example for tabular NAS** in the 2-layer search space with a 2-dimensional input and a limit of 25 parameters. The left half shows the number of parameters and loss of each candidate architecture in the search space. The infeasible architectures have striped patch in the corresponding cells. The bottom left cell squared in bold is the global optimal architecture with hidden size 1 = 4 and hidden size 2 = 2. The right half shows the change of sampling probabilities in weight-sharing NAS with different RL rewards. Each cell represents an architecture; the sampling probability value is shown both as a percentage in the cell, and with the color intensity indicated by the right colorbar. The orange bars on the top and right sides show the sampling probability distribution among size candidates for each layer. With the Abs Reward, the sampling probability of each architecture is the product of sampling probabilities of its layer sizes; with the rejection-based reward, the sampling probability of an infeasible architecture is 0, and that of a feasible architecture gets reweighted by the sum of probabilities of all feasible architectures. At epoch 500, the cell squared in bold shows the architecture picked by the corresponding RL controller. RL with the Abs Reward $Q(x) + \beta |T(x)/T_0 - 1|$ proposed in TuNAS [11] either converges to a feasible but suboptimal architecture ($\beta = -2$, middle row) or violates the resource constraint ($\beta = -1$, top row). Other latency-aware reward functions show similar failures. In contrast, our new rejection-based controller converges to the optimal solution (bottom row).

5.2 Rejection-based reward distributionally outperforms random search and resource-aware Abs Reward on the Criteo dataset within a 3-layer search space. All error bars and shaded regions are 95% confidence intervals. The x axis is the time relevant to training a single architecture in the search space. Results of random sampling comes from 100 independent runs on 50 architectures within the number of parameters range. The result of each RL method comes from 5 independent runs. The skyline is the performance of 3 independent retrains of the best architecture that is found by 3 independent exhaustive searches. More details in Appendix D.2.2.
5.3 Tradeoff between loss and number of parameters on Criteo within a 3-layer search space. The search space and Pareto-optimal architectures are shown in Appendix D.2.2. We use logistic loss as the loss metric. When training each architecture 5 times, the standard deviation (std) across different runs is 0.0002, meaning that the architectures whose performance difference is larger than $2 \times \text{std}$ are qualitatively different with high probability.

5.4 Illustration of weight-sharing on two-layer FFNs for a binary classification task. The edges denote weights, and arrows at the end of lines denote activations. The circles denote hidden nodes, and the two squares in the output layer denote the output logits. The search space of the size of each hidden layer is $\{2, 3, 4\}$, thus the SuperNet is a two-layer network with size 4-4. At this moment, the controller picks the child network 3-2 in the SuperNet 4-4, thus only the first 3 hidden nodes in the first hidden layer and the first 2 hidden nodes in the second hidden layer, together with the connected edges (in red), are enabled to compute the output logits.

5.5 Example layer warmup and valid probabilities. Figure 5.5(a) shows our schedule of layer warmup probabilities: linearly decay from 1 to 0 in the first 25% epochs. Figure 5.5(b) shows an example of the change of true and estimated valid probabilities ($P(V)$ and $\hat{P}(V)$) in a successful search, with 8,000 architectures in the search space and the number of Monte-Carlo samples $N = 1024$. Both probabilities are (nearly) constant during warmup before RL starts, then start to increase when the RL starts because of rejection sampling.

5.6 *Failure case of the Abs Reward on Criteo* in a search space of 3-layer FFNs. The change of sampling probabilities and comparison of retrain performance between the 32-144-24 reference and the 32-64-96 architecture found with the $Q(x) + \beta \|T(x)/T_0 - 1\| \text{Abs Reward}$, the target for the reward was 41,153 parameters. Repeated runs of the same search find the same architecture. Figure 5.6(d) shows the change of validation losses across 5 retrains of 32-64-96 (NAS-found) and 32-144-24 (reference).
5.7 SuperNet calibration on Criteo among 3-layer networks (with search space in Appendix D.2), and the Layer 2 change of probabilities in a search with the same number of epochs for only SuperNet training. The y coordinates in Figure (a) are from a SuperNet trained with the same hyperparameters as the search in Figure 5.6, except that there are no RL updates in the first 60 epochs; the x coordinates are from stand-alone training of architectures with performance standard deviation 0.0003, with each errorbar spanning a range of 0.0006. Figure (a) has a 0.96 Pearson correlation coefficient.

5.8 On Volkert, the retrain performance of two $Q(x) + \beta|T(x)/T_0 - 1|$-found architectures versus the 48-160-32-144 reference. Each architecture is trained 5 times with the same setting. The plots of layer-wise sampling probabilities like Figure 5.6(a) – 5.6(c) are omitted for brevity.

5.9 Success case: on Criteo in a search space of 3-layer FFNs, Monte-Carlo sampling with rejection eventually finds 32-144-24, the reference architecture, with RL learning rate 0.005 and number of MC samples 3,072. Figure 5.9(d) shows the change of true and estimated valid probabilities.

A.1 Meta-feature calculation time and corresponding dataset sizes of the midsize OpenML datasets. The collection of meta-features is the same as that used by auto-sklearn [42]. We can see some calculation times are not negligible.

A.2 Comparison of different versions of ED with PMF. “ED (time)” denotes ED with runtime constraint, with time limit set to be 10% of the total runtime of all available models; “ED (number)” denotes ED with the number of entries constrained.

B.1 Standard deviation of prediction accuracy of each pipeline, across meta-training datasets.

B.2 Comparison of time-constrained experiment design methods, including the weighted-greedy method.

B.3 Zoomed-in hyperparameter landscapes in Figure 3.10. The y-axes here do not start from 0.

C.1 Convexification vs greedy for ED.

C.2 Explained variance of the first several singular values in Figure 4.4(b).

C.3 Histograms of error and memory. The dashed lines are the respective medians.

C.4 Histogram of datasets by the number of configurations that take memories less than the overall median of 816MB.
C.5 Pareto frontier estimation performance in PEPPP meta-training with non-uniform sampling of configurations. The violins and scatters have the same meaning as Figure 4.7. The x axis measures the memory usage relative to exhaustive search.

C.6 Pareto frontier estimates in meta-LOOCV Setting II (full meta-training error matrix, a 816MB memory cap), Setting III (uniformly sample 20% meta-training measurements, no meta-test memory cap), Setting V (non-uniformly sample 20% meta-training measurements, no meta-test memory cap), and Setting VI (non-uniformly sample 20% meta-training measurements, an 816MB meta-test memory cap). Each error bar is the standard error across datasets. ED-MF is among the best in every setting and under both metrics.

C.7 Errors of 99 configurations trained for different numbers of epochs.

C.8 CIFAR-10 error-memory tradeoff. Figure (a) has learning rate 0.001 for all low-precision configurations. Figure (b) shows the tradeoff with tuned learning rates: at each low-precision configuration, the lowest test error achieved by learning rates {0.01, 0.001, 0.0001} is selected.

C.9 Singular value decay of the LR-tuned error matrix.

C.10 The Pareto frontier estimation performance in meta-training, with uniform sampling of configurations on the LR-tuned error and memory matrices. Similar to Figure 4.7, the violins show the distribution of the performance on individual datasets, and the error bars (blue) show the range. The red error bars show the standard deviation of the error on CIFAR-100 aquatic mammals and learning rate 0.01, across 100 random samples of the error matrix. Figure (a) shows the matrix completion error for each dataset; Figure (b) and (c) show the performance of the Pareto frontier estimates in convergence and HyperDiff.

C.11 The Pareto frontier estimation performance in meta-training, with non-uniform sampling of configurations on the LR-tuned error and memory matrices. The violins and scatters have the same meaning as Figure C.5 in the main paper.

C.12 Pareto frontier estimates in meta-LOOCV settings on the LR-tuned error and memory matrices. Each error bar is the standard error across datasets.

C.13 Pareto frontier estimates in meta-LOOCV Setting I when learning across architectures: from ResNet-18 to either ResNet-34, or to VGG variants. Each error bar is the standard error across datasets. The x axis measures the memory usage relative to exhaustively searching the permissible configurations. ED-MF consistently picks the configurations that give the best PF estimates.
C.14 Benefit of meta-learning across architectures. Each error bar is the standard error across architecture-dataset combinations (e.g., ResNet-18 + n02470899 is a combination). The x axis measures the memory usage relative to exhaustively searching the permissible configurations.

D.1 Illustration of the feasible set $V$ within the search space $S$. Each green diamond or orange dot denotes a feasible or infeasible architecture, respectively.

D.2 Tradeoffs between validation loss and number of parameters in four search spaces.

D.3 Rejection-based reward distributionally outperforms random search and resource-aware Abs Reward in a number of search spaces. The points and error bars have the same meaning as in Figure 5.2. The time taken for each stand-alone training run (the unit length for x axes) is 2.5 hours on Criteo (Figure 5.2, D.3(a) and D.3(b)), 10 minutes on Volkert with 4-layer FFNs (Figure D.3(c)), and 22-25 minutes on Volkert with 9-layer FFNs (Figure D.3(d)).

D.4 Tuning $\beta$ and $N$ on the toy example (Figure 5.1): the number of MC samples $N$ in rejection-based reward is easier to tune than $\beta$ in Abs Reward, and is easier to succeed. The lines and shaded regions are mean and standard deviation across 200 independent runs, respectively.

D.5 Tuning $N$ on Criteo: the change of $\hat{P}(V)$ when the number of Monte-Carlo samples $N$ is 256, 2,048 or 5,120, and the time taken for each iteration. We show results with RL learning rate $\eta = 0.005$; those other $\eta$ values have similar failure patterns.

D.6 Failure cases in ablation when $\hat{P}(V)$ is non-differentiable. We show results with RL learning rate $\eta = 0.005$; those under other $\eta$ values are similar.
Applications of machine learning have grown tremendously in the past decade due to the increasing feasibility of more expensive model training. However, modern machine learning models are increasingly expensive to train, and the sizes of modern datasets are growing rapidly. These trends have resulted in increasing costs despite the fast growth in computational capabilities of modern machines. For example, the training of a 1.5-billion parameter BERT language model [34] is estimated to cost $80k - $1.6M as of 2020 [112].

Besides the increasing costs of model training, new models are being developed [108, 131], each with its own set of hyperparameters to choose from. With a fast-growing number of such choices, practitioners need to specify a search space to choose the best candidate from within. These complexities increase both machine and human costs: it takes time, compute, and energy for machines to fit models and do inference, and it takes time for machine learning engineers to choose the appropriate models and hyperparameters.

Exhaustive search evaluates every model in the search space and chooses the best one under some performance metric, such as cross-validation (CV) error or area under the curve (AUC). Exhaustive search is straightforward to implement and returns the model with the best performance among all models in the search space. However, with a growing number of choices, exhaustive search is an (increasingly) poor choice for model selection and hyperparameter tuning: the time (or computation) required is proportional to the number of possible models, and choosing the model with the best performance can also result in overfitting [6].
Automated machine learning (AutoML) aims to automate model selection and hyperparameter tuning. It encompasses approaches that use surrogate models to learn the relationship among datasets, machine learning models, and hyperparameters. The goal is to find a model more quickly than exhaustive search, and one that generalizes better. To this end, AutoML approaches tend to be:

(a) *Cheap to run*: The AutoML approach should not take too much time or compute to train and test; it should be much cheaper than an exhaustive search over the search space.

(b) *Easy to tune*: The AutoML approach should not have hyperparameters that are more difficult to tune than the hyperparameters of machine learning models AutoML searches over.

(c) *Able to find cheap models*: The AutoML approach should find models that satisfy the resource constraint.

This thesis describes two major types of AutoML methods to achieve these goals:

(a) Meta-learning across datasets for model selection: These methods select machine learning models on a new dataset using information about how models perform on other datasets, using ideas from collaborative filtering. They collect performance information to form an error matrix (or tensor). Low rank matrix (or tensor) decomposition serves as a surrogate model to learn embeddings for datasets and models. To choose a good model for a new dataset, an initial set of cheap but informative models are evaluated, and the performance of other models is inferred by the low rank surrogate model. To select the set of cheap but informative models, we
solve a resource-constrained experiment design problem that seeks a low-variance embedding for the new dataset.

(b) Neural architecture search (NAS) on individual datasets: To select a cheap neural network architecture that performs well on a given dataset, this method uses reinforcement learning (RL) and Monte-Carlo (MC) sampling to select among candidate network components. The method interleaves weight training and RL update steps, so that the network weights of promising architectures determined by the RL controller are trained more often. *Weight-sharing* decreases the cost of training each architecture and reduces the size of the RL search space and make RL easier: each architecture is viewed as a *child network* of a *SuperNet*; weights for the child network are initialized by the weights of the same parameters of the SuperNet. Architectures are sampled from layer-wise distributions over different sizes – a *factorized* search space. The factorized structure can introduce bias: the RL controller learns the average effect of each layer size but is blind to interactions, and so can miss the global optimal solution. To mitigate this problem, we propose updating the RL controller by a rejection sampling mechanism that only accepts architectures that obey the resource constraint. A corresponding MC-based-correction applied to the RL policy gradient updates reduces the cost of rejection sampling.

Table 1.1 summarizes the objectives and constraints of the works to be presented in this dissertation. Since the machine learning models to be selected in Oboe [141] can be regarded as a special case of the machine learning pipelines in TensorOboe [144], we list them in the same row within the table.
Table 1.1: Objectives and constraints for resource-constrained AutoML

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Work</th>
<th>Objective: find the best ...</th>
<th>Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>2, 3</td>
<td>Oboe [141],</td>
<td>ML pipelines</td>
<td>maximum time allowed to evaluate pipelines</td>
</tr>
<tr>
<td></td>
<td>TensorOboe [144]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>PEPPP [145]</td>
<td>low-precision configuration</td>
<td>largest allowable memory for network training</td>
</tr>
<tr>
<td>5</td>
<td>TabNAS [142]</td>
<td>architecture</td>
<td>number of parameters of the found architecture</td>
</tr>
</tbody>
</table>

1.1 Previous work

There have been multiple pathways for AutoML. Naive approaches like grid search and random search remain popular candidates. In many settings, when the search space has multiple hyperparameters with different importance for performance, random search may outperform grid search in the number of evaluations [14]. Some works form differentiable objectives, and first-order approaches like gradient descent to optimize over hyperparameters [12] and choose optimizers [2].

Surrogate models like Gaussian processes [13, 116, 7] or tree-based models [13] are popular choices for hyperparameter tuning. There are also works that combine these surrogate models into open-source packages like AutoWEKA [125] and Ax¹, or use these approaches for further fine-tuning [42].

As a standard practice in recommender systems, collaborative filtering makes recommendations for a new task based on its similarity with previous tasks on which we have more information. In AutoML, collaborative filtering recommends models for a new dataset based on how well these models work on similar datasets. Each AutoML approach needs to characterize dataset sim-

¹https://github.com/facebook/Ax
ilarity with a certain surrogate model. One line of work relies on dataset meta-
features to characterize datasets [7, 43, 42]. The meta-features are simple, statis-
tical or landmarking [102] metrics of the dataset. Other approaches avoid (only
using) meta-features [46, 137], or use embeddings from dataset metadata to bet-
ter characterize dataset similarity [38]. The types of surrogate models include
nearest neighbors [42], matrix factorization [46], and Gaussian processes [7].

Some other AutoML approaches use evolutionary search [98, 25] or Monte-
Carlo Tree Search [37] to explore the search space, and gradually dedicate more
resources to more promising as the search proceeds.

Neural architecture search (NAS) [156] stems from the resurgence of deep
learning. It focuses on tuning architectural hyperparameters in neural net-
works, like hidden layer sizes in feedforward networks or convolutional ker-
nel size in convolutional networks. There are two types of surrogate models
in NAS. The first type characterizes the performance of candidate networks, to
avoid training each candidate network from scratch: a prohibitive practice be-
cause of its huge resource consumption. A popular approach is to share weights
across candidate networks by training the weights in a SuperNet that includes
all trainable weights [10, 86].

The other types of surrogate models transfer knowledge across architectures.
Examples include reinforcement learning [156, 20, 11] that learns probability
distributions over candidates, and parametric models [149, 135] that directly
predict network performance.

It is worth noting that for both AutoML on general model types and NAS,
there have been benchmarks that attempt to standardize the practice of experi-
mentation and make different works comparable. The OpenML AutoML benchmarking framework [48] provides a list of datasets from different domains and with various difficulty levels. NAS benchmarks exhaustively evaluate network performance on a search space (e.g., [147, 35]), to not only provide a comparison standard but also ease the burden of resource-limited researchers. Although the generality of such benchmarks is often under debate, these benchmarks are valuable contributions to the goal of making AutoML and NAS research more accessible to a broader population.

1.2 Notation and terminology

**Math basics.** We define \([n] = \{1, \cdots, n\}\) for a positive integer \(n\). With a Boolean variable \(X\), the indicator function \(\mathbb{1}(X)\) equals 1 if \(X\) is true, and 0 otherwise. With a scalar variable \(x\), we use \(x_+\) to denote \(\max\{x, 0\}\). \(\subseteq\) and \(\subset\) denote subset and strict subset, respectively.

**Meta-learning.** Meta-learning is the process of learning across individual datasets or problems, which are subsystems on which standard learning is performed [81]. Just as standard machine learning must avoid overfitting, experiments testing AutoML systems must avoid meta-overfitting! We divide our set of datasets into meta-training, meta-validation and meta-test sets, and report results on the meta-test set. Each of the three phases in meta-learning — meta-training, meta-validation and meta-test — is a standard learning process that includes training, validation and test.

**Linear algebra.** We define \([n] = \{1, \cdots, n\}\) for \(n \in \mathbb{Z}\), and denote vector, matrix, and tensor variables respectively by lowercase letters \((x)\), capital letters \((X)\) and Euler
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Figure 1.1: Learning vs meta-learning.

The order of a tensor is the number of dimensions; matrices are order-two tensors. Each dimension is called a mode. All vectors are column vectors. Given a matrix \( A \in \mathbb{R}^{m \times n} \), \( A_{i,:} \) and \( A_{:,j} \) denote the \( i \)th row and \( j \)th column of \( A \), respectively. We define \( [n] = \{1, \cdots, n\} \) for \( n \in \mathbb{Z} \). Given an ordered set \( S = \{s_1, \cdots, s_k\} \) where \( s_1 < \cdots < s_k \in [n] \), we write \( A_S = \begin{bmatrix} A_{:,s_1} & A_{:,s_2} & \cdots & A_{:,s_k} \end{bmatrix} \). A fiber is a one-dimensional section of a tensor \( \mathcal{X} \), defined by fixing every index but one; for example, one fiber of the order-3 tensor \( \mathcal{X} \) is \( X_{jk} \). Fibers of a tensor are analogous to rows and columns of a matrix. A slice is an \((N-1)\)-dimensional section of an order-\( N \) tensor \( \mathcal{X} \). The mode-\( n \) matricization of \( \mathcal{X} \), denoted as \( \mathcal{X}^{(n)} \), is a matrix whose columns are the mode-\( n \) fibers of \( \mathcal{X} \). \( \mathcal{X} \) has multilinear rank \((r_1, r_2, \cdots)\) if \( r_n \) is the rank of \( \mathcal{X}^{(n)} \). For example, given an order-3 tensor \( \mathcal{X} \in \mathbb{R}^{I \times J \times K} \), we have \( \mathcal{X}^{(1)} \in \mathbb{R}^{I \times (J \times K)} \), and \( \mathcal{X} \) has multilinear rank \((r_1, r_2, r_3)\) if \( \mathcal{X}^{(n)} \) has rank \( r_n \) for \( n \in [3] \). We denote the \( n \)-mode product of a tensor \( \mathcal{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) with a matrix \( U \in \mathbb{R}^{J \times I_n} \) by \( \mathcal{X} \times_n U \in \mathbb{R}^{I_1 \times \cdots \times I_{n-1} \times J \times I_{n+1} \times \cdots \times I_N} \); the \((i_1, i_2, \cdots, i_{n-1}, j, i_{n+1}, \cdots, i_N)\)-th entry is \( \sum_{i=1}^{I_n} X_{i_1i_2\cdots i_{n-1}i_{n+1}\cdots i_N} U_{j,i} \). Given two tensors with the same shape, we use \( \odot \) to denote their entrywise product. Given an ordered set \( S = \{s_1, \cdots, s_k\} \) where \( s_1 < \cdots < s_k \in [n] \), we write \( A_{:,S} = [A_{:,s_1}, A_{:,s_2}, \cdots, A_{:,s_k}] \); given an ordinary set \( S \), we use \( A_{S} \) to denote \( A_{:,S} \), in which \( S \) is the ordered version of set \( S \). The Euclidean norm of a vector \( a \in \mathbb{R}^n \) is \( \|a\| := \sqrt{\sum_{i=1}^{n} a_i^2} \). To denote a part of a matrix \( A \in \mathbb{R}^{n \times d} \),
we use a colon to denote the varying dimension: \( A_{i:} \) and \( A_{:,j} \) (or \( a_j \)) denote the \( i \)th row and \( j \)th column of \( A \), respectively, and \( A_{ij} \) denotes the \((i, j)\)-th entry. Given two vectors \( x, y \in \mathbb{R}^n \), \( x \preceq y \) means \( x_i \leq y_i \) for each \( i \in [n] \). Given a matrix \( A \in \mathbb{R}^{n \times d} \) and a set of observed indices as \( \Omega \subseteq [n] \times [d] \), the partially observed matrix \( P_\Omega(A) \in \mathbb{R}^{n \times d} \) has entries \( (P_\Omega(A))_{ij} = A_{ij} \) if \((i, j) \in \Omega\), and 0 otherwise.

**Parametric hierarchy.** We distinguish between three kinds of parameters:

- **Parameters** of a model (e.g., the splits in a decision tree) are obtained by training the model.
- **Hyperparameters** of an algorithm (e.g., the maximum depth of a decision tree) govern the training procedure. We use the word *model* to refer to an algorithm together with a particular choice of hyperparameters.
- **Hyper-hyperparameters** of an AutoML system (e.g., the total time budget for the system) govern the model search.

**Pipeline component.** A pipeline component is a model or model type. Examples include missing entry imputers, dimensionality reducers, supervised learners, and data visualizers. We consider the following components in this work:

- **Data imputer:** A preprocessor that fills in missing entries.
- **Encoder:** A transformer that converts categorical features to numerical codes. Here, we consider encoding categoricals as integers or with a one-hot encoder.
- **Standardizer:** A standardizer centers and rescales data.
- **Dimensionality reducer:** A transformer that reduces the dimensionality of
Figure 1.2: An 8-bit floating point number representing $(-1)^{\text{sign}} \cdot 2^{\text{exponent}-7} \cdot 1.b_3b_2b_1b_0$.

the dataset by either creating new features (like PCA) or subsampling features.

- **Estimator**: The supervised learner. For the classification tasks in this work, estimators are classifiers.

**Time target and time budget.** In Oboe systems [141, 144], the time target refers to the anticipated time spent running models to infer latent features of each fixed dimension and can be exceeded. However, the runtime does not usually deviate much from the target since our model runtime prediction works well. The time budget refers to the total time limit for Oboe and is never exceeded.

**Low-precision formats.** We use floating point numbers for low-precision training in this work. As an example, Figure 1.2 shows an 8-bit floating point number with 3 exponent bits and 4 mantissa bits. A specific low-precision representation with a certain number of bits for each part is called a low-precision format. We may use different low-precision formats for the weights, activations, and optimizer. In the case of using two formats to train and represent a neural network (as discussed in Section 4.2.1), these two formats are called Format A and B. A specific combination of these two formats is a hyperparameter setting of the neural network, and we call it a low-precision configuration.

**Pareto frontier.** Multi-objective optimization simultaneously minimizes $n$ costs $\{c_i\}_{i \in [n]}$. A feasible point $c^{(1)} = (c_1^{(1)}, \ldots, c_n^{(1)})$ is Pareto optimal if for any other feasible
### Figure 1.3: Example error and memory matrices for some datasets and low-precision configurations. Dataset 1: CIFAR-10, 2: CIFAR-100 (fruit and vegetables), 3: ImageNet-stick [33]. Configuration Format A (exponent bits, mantissa bits), Format B (exponent bits, mantissa bits). a: (3, 1), (6, 7); b: (3, 4), (7, 7); c: (4, 3), (8, 7); d: (5, 3), (6, 7).

Point \( c^{(2)} = (c_1^{(2)}, \ldots, c_n^{(2)}) \), \( c^{(2)} \preceq c^{(1)} \) implies \( c^{(2)} = c^{(1)} \) [18]. The set of Pareto optimal points is the Pareto frontier.

**Tasks, datasets, measurements and evaluations.** A task carries out a process (classification, regression, image segmentation, etc.) on a dataset. Given a deep learning model and a dataset, the training and testing of the model on the dataset is called a measurement. In our low-precision context, we evaluate a configuration on a dataset to make a measurement.

**Error matrix and memory matrix.** Given a neural network, the errors of different low-precision configurations on meta-training datasets form an error matrix, whose \((i, j)\)-th entry \( E_{ij} \) is the test error of the \( j \)th configuration on the \( i \)th dataset. To compute the error matrix, we split the \( i \)-th dataset into training and test subsets (or use a given split), train the neural network at the \( j \)-th configuration on the training subset, and evaluate the test error on the test subset. The memory required for each measurement forms a memory matrix \( M \), which has the same shape as the corresponding error matrix. Example error and memory matrices are shown in Figure 1.3.
CHAPTER 2
OBOE: COLLABORATIVE FILTERING FOR FAST MACHINE LEARNING
MODEL SELECTION

This chapter presents Oboe [141], an AutoML framework that uses low rank matrix factorization and experiment design to select promising machine learning models in the meta-learning setting.

2.1 Introduction

It is often difficult to find the best algorithm and hyperparameter settings for a new dataset, even for experts in machine learning or data science. The large number of machine learning algorithms and their sensitivity to hyperparameter values make it practically infeasible to enumerate all configurations. Automated machine learning (AutoML) seeks to efficiently automate the selection of model (e.g., [42, 25, 46]) or pipeline (e.g., [36]) configurations, and has become more important as the number of machine learning applications increases.

We propose an algorithmic system, OBOE \(^1\), that provides an initial tuning for AutoML: it selects a good algorithm and hyperparameter combination from a discrete set of options. The resulting model can be used directly, or the hyperparameters can be tuned further. Briefly, OBOE operates as follows.

During an offline training phase, it forms a matrix of the cross-validated errors of a large number of supervised-learning models (algorithms together with hyperparameters) on a large number of datasets. It then fits a low rank model to this matrix to learn latent low-dimensional meta-features for the models and

\(^1\)The eponymous musical instrument plays the initial note to tune an orchestra.
datasets. Our optimization procedure ensures these latent meta-features best predict the cross-validated errors, among all bilinear models.

To find promising models for a new dataset, OBOE chooses a set of fast but informative models to run on the new dataset and uses their cross-validated errors to infer the latent meta-features of the new dataset. Given more time, OBOE repeats this procedure using a higher rank to find higher-dimensional (and more expressive) latent features. Using a low rank model for the error matrix is a very strong structural prior.

This system addresses two important problems: 1) *Time-constrained initialization*: how to choose a promising initial model under time constraints. OBOE adapts easily to short times by using a very low rank and by restricting its experiments to models that will run very fast on the new dataset. 2) *Active learning*: how to improve on the initial guess given further computational resources. OBOE uses extra time by allowing higher ranks and more expensive computational experiments, accumulating its knowledge of the new dataset to produce more accurate (and higher-dimensional) estimates of its latent meta-features.

OBOE uses collaborative filtering for AutoML, selecting models that have worked well on similar datasets, as have many previous methods including [7, 121, 148, 42, 93, 29]. In collaborative filtering, the critical question is how to characterize dataset similarity so that training datasets “similar” to the test dataset faithfully predict model performance. One line of work uses dataset meta-features — simple, statistical or landmarking metrics — to characterize datasets [102, 43, 42, 46, 29]. Other approaches (e.g., [137]) avoid meta-features. Our approach builds on both of these lines of work. OBOE relies on model performance to characterize datasets, and the low rank representations it learns
for each dataset may be seen (and used) as latent meta-features. Compared to AutoML systems that compute meta-features of the dataset before running any models, the flow of information in OBOE is exactly opposite: OBOE uses only the performance of various models on the datasets to compute lower dimensional latent meta-features for models and datasets.

The active learning subproblem is to gain the most information to guide further model selection. Some approaches choose a function class to capture the dependence of model performance on hyperparameters; examples are Gaussian processes [106, 116, 13, 46, 110, 59, 89, 120], sparse Boolean functions [58] and decision trees [8, 65]. OBOE chooses the set of bilinear models as its function class: predicted performance is linear in each of the latent model and dataset meta-features.

Bilinearity seems like a rather strong assumption, but confers several advantages. Computations are fast and easy: we can find the global minimizer by PCA, and can infer the latent meta-features for a new dataset using least squares. Moreover, recent theoretical work suggests that this model class is more general than it appears: roughly, and under a few mild technical assumptions, any $m \times n$ matrix with independent rows and columns whose entries are generated according to a fixed function (here, the function computed by training the model on the dataset) has an approximate rank that grows as $\log(m + n)$ [128]. Hence large data matrices tend to look low rank.

Originally, the authors conceived of OBOE as a system to produce a good set of initial models, to be refined by other local search methods, such as Bayesian optimization. However, in our experiments, we find that OBOE’s performance, refined by fitting models of ever higher rank with ever more data, actually im-
proves faster than competing methods that use local search methods more heavily.

One key component of our system is the prediction of model runtime on new datasets. Many authors have previously studied algorithm runtime prediction using a variety dataset features [66], via ridge regression [63], neural networks [115], Gaussian processes [64], and more. Several measures have been proposed to trade-off between accuracy and runtime [80, 15]. We predict algorithm runtime using only the number of samples and features in the dataset. This model is particularly simple but surprisingly effective.

Classical experiment design (ED) [132, 95, 68, 104, 18] selects features to observe to minimize the variance of the parameter estimate, assuming that features depend on the parameters according to known, linear, functions. OBOE’s bilinear model fits this paradigm, and so ED can be used to select informative models. Budget constraints can be added, as we do here, to select a small number of promising machine learning models or a set predicted to finish within a short time budget [76, 152].

2.2 Methodology

2.2.1 Model performance prediction

It can be difficult to determine a priori which meta-features to use so that algorithms perform similarly well on datasets with similar meta-features. Also, the computation of meta-features can be expensive. To infer model performance on
Figure 2.1: Illustration of model performance prediction via the error matrix $E$ (yellow blocks only). Perform PCA on the error matrix (offline) to compute dataset ($X$) and model ($Y$) latent meta-features (orange blocks). Given a new dataset (row with white and blue blocks), pick a subset of models to observe (blue blocks). Use $Y$ together with the observed models to impute the performance of the unobserved models on the new dataset (white blocks).

A dataset without any expensive meta-feature calculations, we use collaborative filtering to infer latent meta-features for datasets.

As shown in Figure 2.1, we construct an empirical error matrix $E \in \mathbb{R}^{m \times n}$, where every entry $E_{ij}$ records the cross-validated error of model $j$ on dataset $i$. Empirically, $E$ has approximately low rank: Figure 2.2 shows the singular values $\sigma_i(E)$ decay rapidly as a function of the index $i$. This observation serves as foundation of our algorithm. The value $E_{ij}$ provides a noisy but unbiased estimate of the true performance of a model on the dataset: $E_{ij} = A_j(\mathcal{D}_i)$.

To denoise this estimate, we approximate $E_{ij} \approx x_i^\top y_j$ where $x_i$ and $y_j$ minimize $\sum_{i=1}^m \sum_{j=1}^n (E_{ij} - x_i^\top y_j)^2$ with $x_i, y_j \in \mathbb{R}^k$ for $i \in [M]$ and $j \in [N]$; the solution is given by PCA. Thus $x_i$ and $y_j$ are the latent meta-features of dataset $i$ and model $j$, respectively. The rank $k$ controls model fidelity: small $k$s give coarse approximations, while large $k$s may overfit. We use a doubling scheme to choose $k$ within time budget; see Section 2.3.2 for details.

Given a new meta-test dataset, we choose a subset $S \subseteq [N]$ of models and
Figure 2.2: Singular value decay of an error matrix. The entries are calculated by 5-fold cross validation of machine models (listed in Appendix A.1, Table A.1) on midsize OpenML datasets.

observe performance \( e_j \) of model \( j \) for each \( j \in S \). A good choice of \( S \) balances information gain against time needed to run the models; we discuss how to choose \( S \) in Section 2.2.3. We then infer latent meta-features for the new dataset by solving the least squares problem: minimize \( \sum_{j \in S} (e_j - \hat{x}^T y_j)^2 \) with \( \hat{x} \in \mathbb{R}^k \). For all unobserved models, we predict their performance as \( \hat{e}_j = \hat{x}^T y_j \) for \( j \notin S \).

### 2.2.2 Runtime prediction

Estimating model runtime allows us to trade off between running slow, informative models and fast, less informative models. We use a simple method to estimate runtimes, using polynomial regression on \( n^D \) and \( p^D \), the numbers of data points and features in \( D \), and their logarithms, since the theoretical complexities of machine learning algorithms we use are \( O((n^D)^3, (p^D)^3, (\log(n^D))^3) \).

Hence we fit an independent polynomial regression model for each model:

\[
f_j = \arg\min_{f_j \in F} \sum_{i=1}^{M} \left( f_j(n^D_i, p^D_i, \log(n^D_i)) - r^D_j \right)^2, \ j \in [n]
\]

where \( r^D_j \) is the runtime of machine learning model \( j \) on dataset \( D \), and \( F \) is the set of all polynomials of order no more than 3. We denote this procedure by \( f_j = \text{fit\_runtime}(n, p, r) \).
We observe that this model predicts runtime within a factor of two for half of the machine learning models on more than 75% midsize OpenML datasets, and within a factor of four for nearly all models, as shown in Section 2.5.2 and visualized in Figure 2.6.

### 2.2.3 Time-constrained information gathering

To select a subset $S$ of models to observe, we adopt an approach that builds on classical experiment design: we suppose fitting each machine learning model $j \in [n]$ returns a linear measurement $x^\top y_j$ of $x$, corrupted by Gaussian noise. To estimate $x$, we would like to choose a set of observations $y_j$ that span $\mathbb{R}^k$ and form a well-conditioned submatrix, but that corresponds to models which are fast to run. In passing, we note that the pivoted QR algorithm on the matrix $Y$ (heuristically) finds a well conditioned set of $k$ columns of $Y$. However, we would like to find a method that is runtime-aware.

Our experiment design (ED) procedure minimizes a scalarization of the covariance of the estimated meta-features $\hat{x}$ of the new dataset subject to runtime constraints [132, 95, 68, 104, 18]. Formally, define an indicator vector $v \in \{0, 1\}^n$, where entry $v_j$ indicates whether to fit model $j$. Let $\hat{t}_j$ denote the predicted runtime of model $j$ on a meta-test dataset, and let $y_j$ denote its latent meta-features, for $j \in [n]$. Now relax to allow $v \in [0, 1]^n$ to allow for non-Boolean values and solve the optimization problem

$$\begin{align*}
\text{minimize} & \quad \log \det \left( \sum_{j=1}^n v_j y_j y_j^\top \right)^{-1} \\
\text{subject to} & \quad \sum_{j=1}^n v_j \hat{t}_j \leq \tau \\
& \quad v_j \in [0, 1], \forall j \in [n]
\end{align*}$$

(2.1)
with variable $v \in \mathbb{R}^n$. We call this method ED (time). Scalarizing the covariance by minimizing the determinant is called D-optimal design. Several other scalarizations can also be used, including covariance norm (E-optimal) or trace (A-optimal). Replacing $t_i$ by 1 gives an alternative heuristic that bounds the number of models fit by $\tau$; we call this method ED (number).

Problem 2.1 is a convex optimization problem, and we obtain an approximate solution by rounding the largest entries of $v$ up to 1 until the selected models exceed the time limit $\tau$. Let $S \subseteq [n]$ be the set of indices of $e$ that we choose to observe, i.e. the set such that $v_s$ rounds to 1 for $s \in S$. We denote this process by $S = \text{min\_variance\_ED}(\hat{t}, \{y_j\}_{j=1}^n, \tau)$.

### 2.3 The Oboe system

Shown in Figure 2.3, the Oboe system can be divided into offline and online stages. The offline stage is executed only once and explores the space of model performance on meta-training datasets. Time taken on this stage does not affect
the runtime of Oboe on a new dataset; the runtime experienced by user is that of the online stage.

One advantage of Oboe is that the vast majority of the time in the online phase is spent training standard machine learning models, while very little time is required to decide which models to sample. Training these standard machine learning models requires running algorithms on datasets with thousands of data points and features, while the meta-learning task — deciding which models to sample — requires only solving a small least-squares problem.

2.3.1 Offline stage

The \((i, j)\)th entry of error matrix \(E \in \mathbb{R}^{m \times n}\), denoted as \(E_{ij}\), records the performance of the \(j\)th model on the \(i\)th meta-training dataset. We generate the error matrix using the balanced error rate metric, the average of false positive and false negative rates across different classes. At the same time we record runtime of machine learning models on datasets. This is used to fit runtime predictors described in Section 2.2. Pseudocode for the offline stage is shown as Algorithm 1.

2.3.2 Online stage

Recall that we repeatly double the time target of each round until we use up the total time budget. Thus each round is a subroutine of the entire online stage and is shown as Algorithm 2, `fit_one_round`.

- **Time-constrained model selection** (`fit_one_round`) Our active learning
Algorithm 1 Offline Stage

Input: meta-training datasets \( \{D_i\}_{i=1}^m \), models \( \{A_j\}_{j=1}^n \), algorithm performance metric \( \mathcal{M} \)

Output: error matrix \( E \), runtime matrix \( T \), fitted runtime predictors \( \{f_j\}_{j=1}^n \)

1. for \( i = 1, 2, \ldots, m \) do
2.    \( n^{D_i}, p^{D_i} \leftarrow \) number of data points and features in \( D_i \)
3.    for \( j = 1, 2, \ldots, n \) do
4.        \( E_{ij} \leftarrow \) error of model \( A_j \) on dataset \( D_i \) according to metric \( \mathcal{M} \)
5.        \( T_{ij} \leftarrow \) observed runtime for model \( A_j \) on dataset \( D_i \)
6.    end for
7. end for
8. for \( j = 1, 2, \ldots, n \) do
9.    fit \( f_j = \text{fit\_runtime}(n, p, T_j) \)
10. end for

procedure selects a fast and informative collection of models to run on the meta-test dataset. Oboe uses the results of these fits to estimate the performance of all other models as accurately as possible. The procedure is as follows. First predict model runtime on the meta-test dataset using fitted runtime predictors. Then use experiment design to select a subset \( S \) of entries of \( e \), the performance vector of the test dataset, to observe. The observed entries are used to compute \( \hat{x} \), an estimate of the latent meta-features of the test dataset, which in turn is used to predict every entry of \( e \). We build an ensemble out of models predicted to perform well within the time target \( \tilde{\tau} \) by means of greedy forward selection [24, 23]. We denote this subroutine as \( \tilde{A} = \text{ensemble\_selection}(S, e_S, z_S) \), which takes as input the set of base learners \( S \) with their cross-validation errors \( e_S \) and predicted labels \( z_S = \{z_s|s \in S\} \), and outputs ensemble learner \( \tilde{A} \). The hyperparameters used by models in the ensemble can be tuned further, but in our experiments we did not observe substantial improvements from further hyperparameter tuning.

- **Time target doubling** To select rank \( k \), Oboe starts with a small initial
Algorithm 2 \texttt{fit\_one\_round}((y)\_j\_n\_j=1, (f)\_j\_n\_j=1, D_{tr}, \tilde{\tau})

**Input:** model latent meta-features \((y)\_j\_n\_j=1\), fitted runtime predictors \((f)\_j\_n\_j=1\), training fold of the meta-test dataset \(D_{tr}\), number of best models \(N\) to select from the estimated performance vector, time target for this round \(\tilde{\tau}\)

**Output:** ensemble learner \(\tilde{A}\)

```python
for j = 1, 2, ..., n do
    \tilde{t}_j \leftarrow f_j(n^{D_{tr}}, p^{D_{tr}})
end for

S = min\_variance\_ED(\tilde{t}, (y)\_j\_n\_j=1, \tilde{\tau})

for k = 1, 2, ..., \(|S|\) do
    \(e_{S_k} \leftarrow\) cross-validation error of model \(\mathcal{A}_{S_k}\) on \(D_{tr}\)
end for

\(\hat{x} \leftarrow ([y_{S_1} \ y_{S_2} \ \cdots \ y_{S_{|S|}}]^\top)^\dagger e_S\)

\(\hat{e} \leftarrow [y_1 \ y_2 \ \cdots \ y_n]^\top \hat{x}\)

\(\mathcal{T} \leftarrow\) the \(N\) models with lowest predicted errors in \(\hat{e}\)

for k = 1, 2, ..., \(|\mathcal{T}|\) do
    \(e_{\mathcal{T}_k}, z_{\mathcal{T}_k} \leftarrow\) cross-validation error of model \(\mathcal{A}_{\mathcal{T}_k}\) on \(D_{tr}\)
end for

\(\tilde{A} \leftarrow\) ensemble\_selection(\(\mathcal{T}, e_\mathcal{T}, z_\mathcal{T}\))
```

rank along with a small time target, and then doubles the time target for \texttt{fit\_one\_round} until the elapsed time reaches half of the total budget. The rank \(k\) increments by 1 if the validation error of the ensemble learner decreases after doubling the time target, and otherwise does not change. Since the matrices returned by PCA with rank \(k\) are submatrices of those returned by PCA with rank \(l\) for \(l > k\), we can compute the factors as submatrices of the \(m\)-by-\(n\) matrices returned by PCA with full rank \(\min(m, n)\) [49]. The pseudocode is shown as Algorithm 3.

### 2.4 Python implementation

Code for the Oboe system is at [https://github.com/udellgroup/oboe](https://github.com/udellgroup/oboe). We build the system on top of scikit-learn [101] methods, and design the Oboe
Algorithm 3 Online Stage

**Input:** error matrix $E$, runtime matrix $T$, meta-test dataset $D$, total time budget $\tau$, fitted runtime predictors $\{f_j\}_{j=1}^n$, initial time target $\tilde{\tau}_0$, initial approximate rank $k_0$

**Output:** ensemble learner $A$ 

1. $x_i, y_j \leftarrow \text{arg min} \sum_{i=1}^{m} \sum_{j=1}^{n} (E_{ij} - x_i^\top y_j)^2, x_i \in \mathbb{R}^{\min(m,n)}$ for $i \in [M], y_j \in \mathbb{R}^{\min(m,n)}$ for $j \in [N]$
2. $D_{\text{tr}}, D_{\text{val}}, D_{\text{te}} \leftarrow $ training, validation and test folds of $D$
3. $\tilde{\tau} \leftarrow \tilde{\tau}_0$
4. $k \leftarrow k_0$
5. **while** $\tilde{\tau} \leq \tau/2$ **do**
   6. $[\tilde{y}_j]_{j=1}^n \leftarrow k$-dimensional subvectors of $\{y_j\}_{j=1}^n$
   7. $\tilde{A} \leftarrow \text{fit\_one\_round}([\tilde{y}_j]_{j=1}^n, \{f_j\}_{j=1}^n, D_{\text{tr}}, \tilde{\tau})$
   8. $e'_{\tilde{A}} \leftarrow \tilde{A}(D_{\text{val}})$
   9. **if** $e'_{\tilde{A}} < e_{\tilde{A}}$ **then**
   10. $k \leftarrow k + 1$
   **end if**
11. $\tilde{\tau} \leftarrow 2\tilde{\tau}$
12. $e_{\tilde{A}} \leftarrow e'_{\tilde{A}}$
13. **end while**

classes and methods to have the same style as scikit-learn API. For example, here is the basic building block to create an AutoLearner instance for AutoML, fit on the training features $x_{\text{train}}$ and training labels $y_{\text{train}}$, and predict on the test features $x_{\text{test}}$.

```python
from oboe import AutoLearner
m = AutoLearner(runtime_limit=60)
m.fit(x_train, y_train)
y_test_pred = m.predict(x_test)
```

The designs are:

- The line of class instantiation $m = \text{AutoLearner()}$ finishes the offline stage (Algorithm 1).
- Same as scikit-learn, the feature matrices $x_{\text{train}}$ and $x_{\text{test}}$ should
have shapes $n_{\text{train}}$-by-$d$ and $n_{\text{test}}$-by-$d$, respectively: each row corresponds to a data point and each column corresponds to a feature. The label vector $y_{\text{train}}$ should be a one-dimensional array.

- The method `AutoLearner.fit()` finishes the online stage (multiple rounds of Algorithm 3) with the time limit for the online stage specified in the `AutoLearner.runtime_limit` attribute.

- The method `AutoLearner.predict()` uses the fitted ensemble to predict on each test point in $x_{\text{test}}$.

API documentations of more advanced functionalities (e.g., stacking algorithm, verbose level, whether to build an ensemble) can be find at the public GitHub repository.

### 2.5 Experiments and discussions

We ran all experiments on a server with 128 Intel® Xeon® E7-4850 v4 2.10GHz CPU cores. The process of running each system on a specific dataset is limited to a single CPU core.

We test different AutoML systems on midsize OpenML and UCI datasets, using standard machine learning models shown in Appendix A.1, Table A.1. Since data pre-processing is not our focus, we pre-process all datasets in the same way: one-hot encode categorical features and then standardize all features to have zero mean and unit variance. These pre-processed datasets are used in all the experiments.
2.5.1 Performance comparison across AutoML systems

We compare AutoML systems that are able to select among different algorithm types under time constraints: Oboe (with error matrix generated from midsize OpenML datasets), auto-sklearn [42], probabilistic matrix factorization (PMF) [46], and a time-constrained random baseline. The time-constrained random baseline selects models to observe randomly from those predicted to take less time than the remaining time budget until the time limit is reached.

**Comparison with PMF.** PMF and Oboe differ in the surrogate models they use to explore the model space: PMF incrementally picks models to observe using Bayesian optimization, with model latent meta-features from probabilistic matrix factorization as features, while Oboe models algorithm performance as bilinear in model and dataset meta-features.

PMF does not limit runtime, hence we compare it to Oboe using either QR or ED (number) to decide the set $S$ of models (see Section 2.2.3). Figure 2.4 compares the performance of PMF and Oboe (using QR and ED (number) to decide the set $S$ of models) on our collected error matrix to see which is best able to predict the smallest entry in each row. We show the regret: the difference between the minimal entry in each row and the one found by the AutoML method. In PMF, $N_0 = 5$ models are chosen from the best algorithms on similar datasets (according to dataset meta-features shown in Appendix A.2, Table A.2) are used to warm-start Bayesian optimization, which then searches for the next model to observe. Oboe does not require this initial information before beginning its exploration. However, for a fair comparison, we show both ”warm” and ”cold” versions. The warm version observes both the models chosen by meta-features and those chosen by QR or ED; the number of observed entries in Figure 2.4 is
Figure 2.4: Comparison of sampling schemes (QR or ED) in Oboe and PMF. "QR" denotes QR decomposition with column pivoting; "ED (number)" denotes experiment design with number of observed entries constrained. The left plot shows the regret of each AutoML method as a function of number of entries; the right shows the relative rank of each AutoML method in the regret plot (1 is best and 5 is worst).

the sum of all observed models. The cold version starts from scratch and only observes models chosen by QR and ED.

(Standard ED also performs well; see Appendix A.4, Figure A.2.)

Figure 2.4 shows the surprising effectiveness of the low rank model used by Oboe:

1 Meta-features are of marginal value in choosing new models to observe. For QR, using models chosen by meta-features helps when the number of observed entries is small. For ED, there is no benefit to using models chosen by meta-features.

2 The low rank structure used by QR and ED seems to provide a better guide to which models will be informative than the Gaussian process prior used by
PMF: the regret of PMF does not decrease as fast as Oboe using either QR or ED.

**Comparison with auto-sklearn.** The comparison with PMF assumes we can use the labels for every point in the entire dataset for model selection, so we can compare the performance of every model selected and pick the one with lowest error. In contrast, our comparison with auto-sklearn takes place in a more challenging, realistic setting: when doing cross-validation on the meta-test dataset, we do not know the labels of the validation fold until we evaluate performance of the ensemble we built within time constraints on the training fold.

Figure 2.5 shows the error rate and ranking of each AutoML method as the runtime repeatedly doubles. Again, Oboe’s simple bilinear model performs surprisingly well²:

1 Oboe on average performs as well as or better than auto-sklearn (Figures 2.5(c) and 2.5(d)).

2 The quality of the initial models computed by Oboe and by auto-sklearn are comparable, but Oboe computes its first nontrivial model more than 8× faster than auto-sklearn (Figures 2.5(a) and 2.5(b)). In contrast, auto-sklearn must first compute meta-features for each dataset, which requires substantial computational time, as shown in Appendix A.3, Figure A.1.

3 Interestingly, the rate at which the Oboe models improves with time is also faster than that of auto-sklearn: the improvement Oboe makes before 16 seconds

---

²Auto-sklearn’s GitHub Issue #537 says “Do not start auto-sklearn for time limits less than 60s”. These plots should not be taken as criticisms of auto-sklearn, but are used to demonstrate Oboe’s ability to select a model within a short time.
matches that of auto-sklearn from 16 to 64 seconds. This indicates that the large time budget may be better spent in fitting more models than optimizing over hyperparameters, to which auto-sklearn devotes the remaining time.

4 Experiment design leads to better results than random selection in almost all cases.

Figure 2.5: Comparison of AutoML systems in a time-constrained setting, including Oboe with experiment design (red), auto-sklearn (blue), and Oboe with time-constrained random initializations (green). OpenML and UCI denote mid-size OpenML and UCI datasets. “meta-LOOCV” denotes leave-one-out cross-validation across datasets. In 2.5(a) and 2.5(b), solid lines represent medians; shaded areas with corresponding colors represent the regions between 75th and 25th percentiles. Until the first time the system can produce a model, we classify every data point with the most common class label. Figures 2.5(c) and 2.5(d) show system rankings (1 is best and 3 is worst).
2.5.2 Why does Oboe work?

Oboe performs well in comparison with other AutoML methods despite making a rather strong assumption about the structure of model performance across datasets: namely, bilinearity. It also requires effective predictions for model runtime. In this section, we perform additional experiments on components of the Oboe system to elucidate why the method works, whether our assumptions are warranted, and how they depend on detailed modeling choices.

Low rank under different metrics. Oboe uses balanced error rate to construct the error matrix, and works on the premise that the error matrix can be approximated by a low rank matrix. However, there is nothing special about the balanced error rate metric: most metrics result in an approximately low rank error matrix. For example, when using the AUC metric to measure error, the 418-by-219 error matrix from midsize OpenML datasets has only 38 eigenvalues greater than 1% of the largest, and 12 greater than 3%.

Runtime prediction performance. Runtimes of linear models are among the most difficult to predict, since they depend strongly on the conditioning of the problem. Our runtime prediction accuracy on midsize OpenML datasets is shown in Table 2.1 and in Figure 2.6. We can see that our empirical prediction of model runtime is roughly unbiased. Thus the sum of predicted runtimes on multiple models is a roughly good estimate.

Cold-start. Oboe uses D-optimal experiment design to cold-start model selection. In Figure 2.7, we compare this choice with A- and E-optimal design and nonlinear regression in Alors [93], by means of leave-one-out cross-validation on midsize OpenML datasets. We measure performance by the relative RMSE
Figure 2.6: Runtime prediction performance on different machine learning algorithms, on midsize OpenML datasets.
### Table 2.1: Runtime prediction accuracy on OpenML datasets (Oboe)

<table>
<thead>
<tr>
<th>Algorithm type</th>
<th>Runtime prediction accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>within factor of 2</td>
</tr>
<tr>
<td>Adaboost</td>
<td>83.6%</td>
</tr>
<tr>
<td>Decision tree</td>
<td>76.7%</td>
</tr>
<tr>
<td>Extra trees</td>
<td>96.6%</td>
</tr>
<tr>
<td>Gradient boosting</td>
<td>53.9%</td>
</tr>
<tr>
<td>Gaussian naive Bayes</td>
<td>89.6%</td>
</tr>
<tr>
<td>kNN</td>
<td>85.2%</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>41.1%</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>78.9%</td>
</tr>
<tr>
<td>Perceptron</td>
<td>75.4%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>94.4%</td>
</tr>
<tr>
<td>Kernel SVM</td>
<td>59.9%</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>30.1%</td>
</tr>
<tr>
<td></td>
<td>within factor of 4</td>
</tr>
<tr>
<td>Adaboost</td>
<td>94.3%</td>
</tr>
<tr>
<td>Decision tree</td>
<td>88.1%</td>
</tr>
<tr>
<td>Extra trees</td>
<td>99.5%</td>
</tr>
<tr>
<td>Gradient boosting</td>
<td>84.3%</td>
</tr>
<tr>
<td>Gaussian naive Bayes</td>
<td>96.7%</td>
</tr>
<tr>
<td>kNN</td>
<td>88.2%</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>76.0%</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>96.0%</td>
</tr>
<tr>
<td>Perceptron</td>
<td>94.3%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>98.2%</td>
</tr>
<tr>
<td>Kernel SVM</td>
<td>86.7%</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>73.2%</td>
</tr>
</tbody>
</table>

\[ \|e - \hat{e}\|_2 / \|e\|_2 \] of the predicted performance vector and by the number of correctly predicted best models, both averaged across datasets. The approximate rank of the error matrix is set to be the number of eigenvalues larger than 1% of the largest, which is 38 here. The time limit in experiment design implementation is set to be 4 seconds; the nonlinear regressor used in Alors implementation is the default `RandomForestRegressor` in scikit-learn 0.19.2 [101].

The horizontal axis is the number of models selected; the vertical axis is the percentage of best-ranked models shared between true and predicted performance vectors. D-optimal design robustly outperforms.

**Ensemble size.** As shown in Figure 2.8, more than 70% of the ensembles constructed on midsize OpenML datasets have no more than 5 base learners. This parsimony makes our ensembles easy to implement and interpret.
Figure 2.7: comparison of cold-start methods

Figure 2.8: Histogram of Oboe ensemble size. The ensembles were built in executions on midsize OpenML datasets in Section 2.5.1.
CHAPTER 3
TENSORBOOE: COLLABORATIVE FILTERING FOR FAST MACHINE LEARNING PIPELINE SELECTION

This chapter presents TensorOboe [141], an AutoML framework that builds on Oboe in Chapter 2 to select promising machine learning pipelines in the meta-learning setting. Since a pipeline has many components, each with various candidates to choose from, we use tensors with low multilinear ranks to model pipeline performance on datasets. In meta-test, the convexification method in Oboe is too expensive for the task of choosing informative pipelines from a larger number of candidates with constrained experiment design. We use a faster greedy method to directly find a solution to the mix-integer experiment design problem, and demonstrate in experiments that this method works better for the task.

Collecting pipeline performance data in the meta-training stage is often expensive. The hope is to collect good-enough meta-training data by only performing part of the meta-training pipeline evaluations. Since some evaluations may be more informative to the AutoML system, an abstraction of the problem is: how can we complete a partially observed tensor, with entry-wise observation probabilities possibly uneven and depend on the entries being missing? Towards this goal, TenIPS [143] presents a provable tensor completion method that completes a missing-not-at-random tensor with low multilinear rank structure. We may use such an approach to provably sample runs of experimental evaluations in the meta-training of TensorOboe.
3.1 Introduction

A machine learning pipeline is a directed graph of learning components including imputation, encoding, standardization, dimensionality reduction, and estimation, that together define a function mapping input data to output predictions. Each component may also include hyperparameters, such as the output dimension of PCA, or the number of trees in a random forest. Simple pipelines may consist of sequences of these components; more complex pipelines may combine inputs to form pipelines with more complex topologies. An example pipeline is shown as Figure 3.1.

The job of a data scientist facing a new supervised learning problem is to choose the pipeline that yields a low out-of-sample error from among all possible pipelines. This task is challenging. First, no component dominates all others: there is “no free lunch” [138]. Rather, each performs well on certain data distributions. For example, the PCA dimensionality reducer works well on data points in \( \mathbb{R}^d \) that roughly lie in a low rank subspace \( \mathbb{R}^k \) with \( k < d \); the feature selector that keeps features with large variances works well on datasets if such features are more informative; the Gaussian naive Bayes classifier works
well on features with normally distributed values in each class. However, it is
difficult to check these distributional assumptions without running the compo-
nent on the data: an expensive proposition! The second is the dependence of
these choices: for example, standardizing the data may help some estimators,
and harm others. Moreover, as the number of possible machine learning com-
ponents grows, the number of possibilities grows exponentially, defying enu-
meration. Automating the selection of a pipeline is thus an important problem,
which has received attention both from academia and industry [97, 42, 36, 87].

Human experts tackle this difficulty by choosing the right combination ac-
cording to their domain knowledge. However, finding the right combination
takes substantial expertise, and still requires several model fits to find the right
combination of components and hyperparameters. An automated pipeline con-
struction system, like a human expert, first forms a surrogate model to predict
which pipelines are likely to work well. Surrogate models are meta-models that
map dataset and machine learning model properties to quantities that charac-
terize performance or informativeness.

A good surrogate model enables efficient search through the pipeline space.
“All models are wrong, but some are useful [17]”: a good surrogate model
makes predictions that guide the search for pipelines without the need for
many model fits. Auto-sklearn [42] and Alpine Meadow [111] use meta-learning
[126, 2, 78, 129] to choose promising pipelines from those that perform the best
on neighboring datasets, and use Bayesian optimization to fine-tune hyperpa-
rameters. TPOT [97] uses genetic programming to search over pipeline topolo-
gies. Alpine Meadow [111] uses multi-armed bandit to balance the exploration
and exploitation of pipeline structures. In this work, we use a low multilinear
rank tensor as our surrogate model. This model makes explicit use of the combinatorial structure of the problem: as a result, the number of pipeline evaluations required to fit the surrogate model on a new dataset is modest, and independent of the number of pipeline components.

Our system learns the surrogate model for a new dataset by fitting a few pipelines on it. The problem of which pipelines to evaluate first, in order to predict the effectiveness of others, is called the cold-start problem in the literature on recommender systems. This problem is also of great interest to the AutoML community. Proximity in meta-features, “simple, statistical or landmarking metrics to characterize datasets [141]”, are used by many AutoML systems [102, 43, 42, 46, 111] to select models that work well on neighboring datasets, with the belief that models perform similarly on datasets with similar characteristics. Probabilistic matrix factorization has been used to extract dataset latent representations from pipeline performance [46]. Other dataset and pipeline embeddings have also been proposed that use pipeline performance or even textual dataset or algorithm descriptions to build surrogate models [137, 141, 38].

In this work, we build pipeline embeddings by fitting a tensor decomposition to the (incompletely observed) tensor of pipeline performance on a set of training datasets. The tensor model is easy to extend to a new dataset by fitting a constant number of pipelines on it. We describe a simple rule to select which pipelines to observe by solving a constrained version of the classical experiment design [132, 68, 104, 18] problem using a greedy heuristic [90].

We consider the following concrete challenge in this work: select several pipelines that perform the best within a given time limit for a new dataset, in the case that we already know or have time to collect pipeline performance on some
existing datasets. We focus on small data and traditional supervised machine learning pipelines in our experiments, although the methodology can be generalized to a wider range of disciplines. Our main technical contributions are: a new tensor model to exploit the combinatorial pipeline performance structure, and a new pipeline search mechanism that builds on ideas from greedy experiment design. Together, these ideas yield a new state-of-the-art system for AutoML pipeline selection. Since Oboe 2 selects machine learning models by matrix factorization, we name our system in this work TensorOboe: the AutoML system that uses tensor decomposition to select pipelines.

3.2 Methodology

3.2.1 Overview

TensorOboe has two phases. In the offline phase, we compute the performance of pipelines on meta-training datasets to build a tensor surrogate model. In the online phase, we run a small number of pipelines on the new meta-test dataset to specialize the surrogate model and identify promising pipelines.

**Offline Stage.** We collect a partially observed error tensor using the approach described in Section 3.2.2 to limit the total runtime of the offline phase. We complete and decompose the error tensor $\mathcal{E}$ using the EM-Tucker algorithm, shown as Algorithm 4, with dataset and estimator ranks empirically chosen to be the ones that give low reconstruction error, described in Section 3.4.2.

**Online Stage.** Online, given a new dataset $\mathcal{D}$ with $n^D$ data points and $p^D$ fea-
In the meta-training phase of meta-learning, meta-training data is generally assumed to be already available or cheap to collect. Given the large number of possible pipeline combinations, though, collecting meta-training data can be prohibitively expensive. As an example, even if it takes one minute on average to evaluate each pipeline on each dataset, evaluating 20,000 pipelines on 200
meta-training datasets would take more than 7 years of CPU time. This moti-
vates us to use tensor completion to limit the time spent on the collection of meta-training data, while preserving accuracy of our surrogate model.

We collect pipeline performance in a biased way: using 3-fold cross-
validation, we only evaluate pipelines that complete within 120 seconds. This rule gives a missing ratio of 3.3%. Notice that the entries are not missing uniformly at random: for example, some datasets are large and expensive to evaluate; our training data systematically lacks data from these large datasets. Nevertheless, we will show how to infer these entries using tensor completion in Section 3.2.3, and demonstrate in Section 3.4.2 that the method performs well despite bias.

3.2.3 Tensor decomposition and rank

The meta-training phase constructs the error tensor $\mathcal{E}$. In the meta-test phase, we see a new dataset, corresponding to a new slice of $\mathcal{E}$. To learn about the slice efficiently, we use a low rank tensor decomposition to predict all the entries in this slice from a subset of its informative entries.

Unlike matrices, there are many incompatible notions of tensor ranks and low rank tensor decompositions, including CANDECOMP/PARAFAC (CP) [22, 54], Tucker [127], and tensor-train [99]. Each emphasizes a different aspect of the tensor low rank property. In this work, we use Tucker decomposition; an illustration on an order-3 tensor is shown as Figure 3.3. As a form of higher-
order PCA, Tucker decomposes a tensor into the product of a core tensor and several factor matrices, one for each mode [75]. A tensor with low multilinear
rank has a low rank Tucker decomposition. In our setting of order-6 tensors, Tucker decomposition of $\mathcal{E}$ is

$$\mathcal{E} \approx \mathcal{E} = \mathcal{G} \times_1 U_1 \times_2 \cdots \times_6 U_6,$$  \hspace{1cm} (3.1)$$

with core tensor $\mathcal{G} \in \mathbb{R}^{r_1 \times r_2 \times \cdots \times r_6}$ and column-orthonormal factor matrices $U_i \in \mathbb{R}^{n_i \times r_i}, i \in \{1, 2, \ldots, 6\}$. $\mathcal{E}$ is linear in the factor matrices. Each factor matrix can thus be viewed as embedding the corresponding dataset or pipeline component, with pipeline embeddings as columns of $Y = (\mathcal{G} \times_2 U_2 \times_3 \cdots \times_6 U_6)^{(1)} \in \mathbb{R}^{r_1 \times (\prod_{i=2}^{6} n_i)}$, the mode-1 matricization of the product. We can use this observation to approximately factor the error matrix $E$, using Equation 3.1, as

$$X^T Y \approx E \in \mathbb{R}^{r_1 \times (\prod_{i=2}^{6} n_i)},$$  \hspace{1cm} (3.2)$$

in which $X \in \mathbb{R}^{r_1 \times n_1}$ and $Y \in \mathbb{R}^{r_1 \times (\prod_{i=2}^{6} n_i)}$ are dataset and pipeline embeddings, respectively.

Figure 3.4 shows the low rank Tucker decomposition fits the error tensor well.
Figure 3.4: Relative error heatmaps when varying ranks in dataset and estimator dimensions. Here, training entries are the ones with runtime less than 90 seconds; the test entries are the ones with runtime between 90 and 120 seconds.

### 3.2.4 Tensor completion

To infer missing entries in the error tensor we collected, namely the entries that take more than the time threshold to evaluate, we use the expectation-maximization (EM) [32, 119] approach together with Tucker decomposition in each step, which we call EM-Tucker and present as Algorithm 4.

**Algorithm 4** EM-Tucker algorithm for tensor completion

**Input:** order-$n$ error tensor $\mathcal{E}$ with missing entries, target multilinear rank $[r_1, \ldots, r_n]$

**Output:** imputed error tensor $\hat{\mathcal{E}}$

1. $\mathcal{E}_{\text{obs}} \leftarrow \mathcal{E}$
2. $\Omega \leftarrow$ observed entries in $\mathcal{E}_{\text{obs}}$
3. do
4. $\mathcal{G}, \{U_i\}_{i=1}^n \leftarrow \text{Tucker}(\mathcal{E}, \text{ranks}=[r_1, \ldots, r_n])$
5. $\mathcal{E}_{\text{pred}} \leftarrow \mathcal{G} \times_1 U_1 \times \cdots \times_n U_n$
6. $\hat{\mathcal{E}} \leftarrow \Omega \odot \mathcal{E}_{\text{obs}} + (1 - \Omega) \odot \mathcal{E}_{\text{pred}}$
7. while not converged

In Algorithm 4, $\Omega$ is a binary tensor that denotes whether each entry of the error tensor $\hat{\mathcal{E}}$ is observed or not. $\Omega$ has the same shape as the original error tensor, with the corresponding entry $\Omega_{i_1,i_2,...,i_n} = 1$ if the $(i_1, i_2, ..., i_n)$-th entry of
the error tensor is observed, and 0 otherwise. The algorithm is regarded to have converged when the decrease of relative error is less than 0.1%.

Why bother with tensor completion? To recover the missing entries of a tensor, we can also perform matrix completion after matricization or perform matrix completion on every slice separately. Tensors are more constrained and so provide better fits to sparse and noisy data. Consider a tensor \( X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) with multilinear rank \([r_1, r_2, \ldots, r_n]\), where \( I_1 = I_2 = \cdots = I_n = I \) and \( r_1 = r_2 = \cdots = r_n = r \). The number of degrees of freedom of \( X \), which is the minimum number of entries required to recover \( X \), is \( r^n + n(rI - r^2) =: m_0 \). If we unfold \( X \) to \( X \in \mathbb{R}^{I \times I^{n-1}} \), the number of degrees of freedom of \( X \) is \( (I + I^{n-1} - r)r =: m_1 \). If we treat every slice of \( X \) separately, the number of degrees of freedom is \( I^{n-2}(2rI - r^2) =: m_2 \). Therefore, when \( r < I \), we have \( m_0 < m_1 < m_2 \), which means we need fewer parameters to determine \( X \), compared to the matricization and union of slices. Thus, tensor completion may outperform matrix completion on \( X \) with the same number of observed entries.

### 3.2.5 Fast and accurate resource-constrained active learning

Given a new dataset, we first select a subset of pipelines to fit, so that we may estimate the performance of other pipelines. We use ideas from linear experiment design, which picks a subset of low-cost statistical trials to minimize the variance of the resulting estimator, to make this selection.

Concretely, we estimate the embedding \( x \) of the new dataset by linear regression. Given the linear model as Equation 3.2, with known performance \( e_s \) of a
subset $S \subseteq [n]$ of pipelines on the new dataset, we have

$$e_S = (Y_S)^\top x + \epsilon,$$  \hspace{1cm} (3.3)

in which $Y$ collects the latent embeddings of pipeline performance, and $\epsilon$ is the error in this linear model. An example of the source of error is the misspecification of target multilinear rank for the Tucker decomposition. We estimate $x$ by linear regression and denote the result as $\hat{x}$. Then we estimate the performance of pipelines in $[n]\setminus S$ by the corresponding entries in $\hat{\epsilon} = Y^\top \hat{x}$.

Now we consider which $S$ to choose to accurately estimate $x$. We will motivate the use of the experiment design model and its greedy approach by first showing how to constrain the number of pipelines sampled in Section 3.2.5, and then develop a time-constrained version that we use in practice in Section 3.2.5.

**Greedy method for size-constrained experiment design.** Suppose the error $\epsilon \sim N(0, \sigma^2 I)$. Using the linear regression model, Equation 3.3, we want to minimize the expected $\ell_2$ error $E_\epsilon \|\hat{x} - x\|^2 = E_\epsilon \|\hat{x} - E_\epsilon \hat{x}\|^2 + \|E_\epsilon \hat{x} - x\|^2$. Here, the second term is 0 since linear regression is unbiased, and the first term is the covariance $\sigma^2 (YY^\top)^{-1}$ of the estimated embedding $\hat{x}$, which is straightforward to compute.

Imagine we have enough time to run at most $m$ pipelines (and all pipelines run equally slowly). Given pipeline embeddings $\{y_j\}_{j=1}^n$ (which we call design vectors or designs), in which each $y_j \in \mathbb{R}^k$, we minimize a scalarization of the covariance to obtain the (number-constrained) $D$-optimal experiment design problem

$$\begin{align*}
\text{maximize} \quad & \log \det \left( \sum_{j \in S} y_j y_j^\top \right) \\
\text{subject to} \quad & |S| \leq m \\
& S \subseteq [n].
\end{align*}$$  \hspace{1cm} (3.4)
Here, \( \sum_{j \in S} y_j y_j^T \), the inverse of (scaled) covariance matrix, is called the Fisher information matrix.

Obtaining an exact solution for a mixed-integer nonlinear combinatorial optimization problem like Problem 3.4 is prohibitively expensive. Convexification is commonly used to solve such a problem \([18, 104, 141]\). However, we have more than 20,000 pipelines to select from, making convex relaxations also too slow. Moreover, we can find better solutions with the greedy heuristic we present next.

Greedy methods form another popular approach to combinatorial optimization problems like Problem 3.4. Importantly, the objective function of Problem 3.4, \( f(S) = \log \det \left( \sum_{j \in S} y_j y_j^T \right) \), is submodular. (Recall a set function \( g : 2^V \to \mathbb{R} \) defined on a subset of \( V \) is submodular if for every \( A \subseteq B \subseteq V \) and every element \( s \in V \setminus B \), we have \( g(A \cup \{s\}) - g(A) \geq g(B \cup \{s\}) - g(B) \). This characterizes a “diminishing return” property.) Given a size constraint, the submodular function maximization problem

\[
\text{maximize } g(S) \\
\text{subject to } S \subseteq V \quad |S| \leq m
\]  

(3.5)

can be solved with a \( 1 - \frac{1}{e} \) approximation ratio \([96]\) by the greedy approach: in every step, add the single design vector that maximizes the increase in function value. In D-optimal experiment design, we can compute this increase efficiently using Lemma 1.

**Lemma 1 (Matrix Determinant Lemma \([55, 90]\))** For any invertible matrix \( A \in \mathbb{R}^{k \times k} \) and \( a, b \in \mathbb{R}^k \),

\[
\det(A + ab^T) = \det(A)(1 + b^T A^{-1} a).
\]
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At the $t$-th step in our setting, with an already constructed Fisher information matrix $X_t = \sum_{j \in S} y_j y_j^T$, we have

$$\arg\max_{j \in [n] \setminus S} \det(X_t + y_j y_j^T) = \arg\max_{j \in [n] \setminus S} y_j^T X_t^{-1} y_j.$$

Here, $y_j^T X_t^{-1} y_j$ can be seen as the payoff for adding pipeline $j$. From the $t$-th to the $(t+1)$-th step, with the selected design vector at the $t$-th step as $y_t$, we update $X_t$ to $X_{t+1} = X_t + y_t y_t^T$ by Lemma 2:

**Lemma 2 (Sherman-Morrison formula [113, 53])** For any invertible matrix $A \in \mathbb{R}^{k \times k}$ and $a, b \in \mathbb{R}^k$,

$$(A + ab^T)^{-1} = A^{-1} - A^{-1}ab^TA^{-1} \frac{1}{1 + b^TA^{-1}a}.$$

Pseudocode for the greedy algorithm to solve Problem 3.4 is shown as Algorithm 5, with per-iteration time complexity $O(k^3 + nk^2)$: it takes $O(k^3)$ (for a naive matrix multiplication algorithm) to update $X_t^{-1}$ and $O(nk^2)$ to choose the best pipeline to add.

**Algorithm 5 Greedy algorithm for size-constrained $D$-design**

**Input:** design vectors $\{y_j\}_{j=1}^n$, in which $y_j \in \mathbb{R}^k$; maximum number of selected pipelines $m$; initial set of designs $S_0 \subseteq [n]$, s.t. $X_0 = \sum_{j \in S_0} y_j y_j^T$ is non-singular

**Output:** The selected set of designs $S \subseteq [n]$

1. function **GREEDY_ED_NUMBER**
2. $S \leftarrow S_0$
3. do
4. $i \leftarrow \arg\max_{j \in [n] \setminus S} y_j^T X_t^{-1} y_j$
5. $S \leftarrow S \cup \{i\}$
6. $X_{t+1} \leftarrow X_t + y_i y_i^T$
7. while $|S| \leq m$
8. return $S$
9. end function

There remains the problem of how to select an initial set of designs $S$ to start from, such that $X_0 = \sum_{j \in S} y_j y_j^T = Y_S Y_S^T$ is non-singular. This is equivalent to
the problem of finding a subset of vectors in \( \{y_j\}_{j=1}^{n} \) that can span \( \mathbb{R}^k \). We select this sized-\( k \) subset \( S_0 \) to be the first \( k \) pivot columns from QR factorization with column pivoting [49, 51] on \( Y \), with time complexity \( O((n + k)k^2) \).

**Greedy method for time-constrained experiment design.** We here move on to the realistic case in AutoML pipeline selection: which pipelines should we select to gain an accurate estimate of the entire pipeline space? In this setting, each pipeline is associated with a different cost. We characterize the cost as running time, and form the time-constrained version of experiment design as

\[
\begin{align*}
\text{maximize} & \quad \log \det \left( \sum_{j \in S} y_j y_j^T \right) \\
\text{subject to} & \quad \sum_{j \in S} \hat{t}_j \leq \tau \\
& \quad S \subseteq [n],
\end{align*}
\]

in which \( \{\hat{t}_i\}_{i=1}^{n} \) are the estimated pipeline running times. The payoff of adding design \( i \) in the \( t \)-th step can thus be formulated as \( \frac{y_i^T X_t^{-1} y_i}{\hat{t}_i} \), giving Algorithm 6 the greedy method to solve Problem 3.6.

**Algorithm 6 Greedy algorithm for time-constrained D-design**

**Input:** design vectors \( \{y_j\}_{j=1}^{n} \) in which \( y_j \in \mathbb{R}^k \); estimated running time of pipelines \( \{\hat{t}_i\}_{i=1}^{n} \); maximum running time \( \tau \); initial set of designs \( S_0 \subseteq [n] \), s.t. \( X_0 = \sum_{j \in S_0} y_j y_j^T \) is non-singular

**Output:** The selected set of designs \( S \subseteq [n] \)

1. **function** `GREEDY.ED.TIME`
2. \( S \leftarrow S_0 \)
3. \( \text{do} \)
4. \( i \leftarrow \arg\max_{j \in [n], S} \frac{y_j^T X_t^{-1} y_j}{\hat{t}_j} \)
5. \( S \leftarrow S \cup \{i\} \)
6. \( X_{t+1} \leftarrow X_t + y_i y_i^T \)
7. \( \text{while } \sum_{i \in S} \hat{t}_i \leq \tau \)
8. \( \text{return } S \)
9. **end function**

The initialization problem is solved similarly by the QR method. Given runtime limit \( \tau \), we select among columns with corresponding pipelines predicted
to finish within $\frac{\tau}{2k}$. Pseudocode for this initialization algorithm is shown as Algorithm 7.

**Algorithm 7** Initialization of the greedy algorithm for time-constrained $D$-design, by QR factorization with column pivoting

**Input:** design vectors $\{y_j\}_{j=1}^n$, in which $y_j \in \mathbb{R}^k$; (predicted) running time of all pipelines $\{\hat{t}_i\}_{i=1}^n$, maximum running time $\tau$

**Output:** A subset of designs $S_0 \subseteq [n]$ for Algorithm 6 initialization

```plaintext
1 function QR_INITIALIZATION
2     \[ S_{\text{valid}} \leftarrow \{i \in [n] : \hat{t}_i \leq \frac{\tau}{2k} \} \]
3     \[ S_0 \leftarrow \emptyset, \hat{t}_{\text{sum}} \leftarrow 0 \]
4     if \(|S_{\text{valid}}| < k\) then \quad \triangleright \text{Case 1}
5         \[ i \leftarrow \arg\min_{j \in [n]} \| \hat{t}_j \| \]
6         \[ S_0 \leftarrow S_0 \cup \{i\} \]
7         \[ \hat{t}_{\text{sum}} \leftarrow \hat{t}_{\text{sum}} + \hat{t}_i \]
8         \[ \text{while } \hat{t}_{\text{sum}} \leq \tau \]
9     else \quad \triangleright \text{Case 2}
10         \[ S_0 \leftarrow \text{QR\_with\_column\_pivoting}(Y_{S_{\text{valid}}}[; k]) \]
11     end if
12     return $S_0$
13 end function
```

A corner case of Algorithm 7, shown as Case 1, is that there are not enough pipelines predicted to be able to finish within time limit. This corresponds to the case that the runtime limit is relatively small compared to the time of fitting pipelines on current dataset. In this case we greedily select the fast pipelines and do not run Algorithm 6 afterwards.

As a side note, the assumption that performance of different pipelines are predicted with equal variance is not quite realistic, especially when some components have much more pipelines than others. If the variance is known (but unequal), we obtain a weighted least squares problem. In the error matrix $E$, we can estimate the variance of prediction error of each pipeline $j \in [n]$ by the sample variance of $e_j - X^Ty_j$ and select the promising pipelines with the goal of
minimizing the rescaled covariance. Practically, however, this rescaled method does not systematically improve on the standard least squares approach in our experiments (shown in Appendix B.2), so we retrench to the simpler approach.

### 3.3 Python implementation

The TensorOboe system follows Oboe, thus we have the implementation in the same GitHub repository at https://github.com/udellgroup/oboe. The basic API for class instantiation, meta-training and meta-test is the same as in Oboe (introduced in Chapter 2, Section 2.4). We use the `sklearn.pipeline.Pipeline` class to define pipelines.

### 3.4 Experiments and discussions

We use a Linux machine with 128 Intel® Xeon® E7-4850 v4 2.10GHz CPU cores and 1056GB memory. Offline, we collect cross-validated pipeline performance on meta-training datasets: 215 OpenML [130, 44] classification datasets with number of data points between 150 and 10,000, listed in Appendix B.1.1. The 215 datasets are chosen alphabetically. Pipelines are combinations of the machine learning components shown in Appendix B.1.3, Table B.1, which lists 4 data imputers, 2 encoders, 2 standardizers, 8 dimensionality reducers and 183 estimators, resulting in 23,424 linear pipeline candidates in total.
3.4.1 Comparison with time-Constrained AutoML pipeline build systems

In this section, we demonstrate the performance of TensorOboe as an AutoML system for pipeline selection.

A naive approach for pipeline selection is to choose the one that on average performs the best among all meta-training datasets, which we call the baseline pipeline. Given the pipeline selection problem, it is common for human practitioners to try out the best pipeline at the very beginning. On our meta-training datasets, the baseline pipeline is: impute missing entries with the mode, encode categorical features as integers, standardize each feature, remove features with 0 variance, and classify by gradient boosting with learning rate 0.25 and maximum depth 3. The baseline pipeline has an average ranking of 1568 among all 23,424 pipelines across all 215 meta-training datasets.

Human practitioners may also reduce the number of trials by choosing certain pipeline components to be the type that performs the best on average. Figure 3.5, however, shows that although some estimator types (gradient boosting and multilayer perceptron) are commonly seen among the best pipelines, no estimator type uniformly dominates the rest.

We compare TensorOboe with auto-sklearn [42], TPOT [97], and the baseline pipeline in Figure 3.6. To ensure fair comparisons, we use a single CPU core for each AutoML system. We allow each to choose from the same primitives. We can see that:

1. All AutoML frameworks are able to construct pipelines that outperform the
Figure 3.5: Which estimators work best? Distribution of estimator types in best pipelines on meta-training datasets.

Figure 3.6: Rankings of AutoML systems for pipeline search in a time-constrained setting, vs the baseline pipeline. We meta-train on OpenML classification datasets and meta-test on UCI classification datasets [39]. Until the first time the systems can produce a pipeline, we classify every data point with the most common class label. Lower ranks are better.

1 TensorOboe on average outperforms the competing methods and produces meaningful pipeline configurations fastest.

2 TensorOboe on average outperforms the competing methods and produces meaningful pipeline configurations fastest.

3 With the longer running time in Figure 3.6(b), TensorOboe still outperforms in most cases.

These results show that TensorOboe is able to accurately approximate the hyper-
parameter landscape. We discuss these results in greater detail in Section 3.4.5.

### 3.4.2 Tensor completion vs matrix completion for error tensor completion

Given meta-training data \( \{\mathcal{D}, \mathcal{P}, \mathcal{P} (\mathcal{D})\} \) on a subset of dataset-pipeline combinations, a good surrogate model should accurately predict the performance of new dataset-pipeline combinations.

Figure 3.7 shows that most pipelines run quickly on most datasets: for example, over 90% finish in less than 20 seconds and over 95% finish in less than 80 seconds.

Figure 3.8 compares relative errors of predictions by tensor and matrix surrogate models. For each runtime threshold, we treat pipeline-dataset combinations with running time less than the threshold as training data, and those that take longer than threshold and less than 120 seconds as test. We compute relative errors on test data, hence the name “runtime generalization”. To ensure a fair comparison, we set the dataset and estimator ranks to be equal in the tensor model, which is required for the matrix model, since column rank equals row
rank for a matrix. We can see that:

1. The tensor model outperforms the matrix model in nearly all cases, demonstrating that the additional combinatorial structure provided by the tensor model helps recover the combinatorial relationships among different pipeline components.

2. Figure 3.8(b) shows the U-shaped error curve as we increase the dataset and estimator ranks for both matrix and tensor models, moving from underfitting (decreasing error) to overfitting (increasing error). Informed by these results, we select both ranks to be 20, the rank in the middle, in the tensor surrogate model.

3.4.3 Cold-start performance by greedy experiment design

We compare the performance of different approaches to solve the experiment design problem, so as to choose which pipelines we should sample. Recall that there are two approaches:

- **Convexification**: Solve the relaxed problem (Equation 3.6 with $v_i \in [0, 1]$, $\forall i \in [n]$) with an SLSQP solver, sort the entries in the optimal solution $v^*$, and greedily add the pipeline with large $v_i^*$ until the runtime limit is reached.

- **Greedy**: Solve the original integer programming problem (Equation 3.6) by the greedy algorithm (Algorithm 6), initialized by time-constrained QR (Algorithm 7).
For our problem, the greedy approach is superior, since the convexification method is prohibitive on our large $215 \times 23424$ error matrix. Hence we compare these methods on a subset of pipelines that only differ by estimators, 183 in total. This setting matches an experiment in [141]. Shown in Figure 3.9, we can see that:

1. The greedy method performs better for cold-start than convexification (Fig-
ure 3.9(a): it selects informative designs that better predict the high-performing pipelines (Figure 3.9(b)).

2 The greedy method is more than $30 \times$ faster than convexification, which allows TensorOboe to devote its runtime budget to fitting pipelines instead of searching for the informative pipelines.

3 Shown in Figure 3.9(d), the greedy algorithm still takes a fair amount of time if the number of designs we select is large; however, the dataset ranks we choose are less than 50, so it generally takes less than 10 seconds to choose informative pipelines. This time can be further reduced using Lemma 2.

3.4.4 Pipeline runtime prediction performance

Runtime prediction accuracy is critical for the performance of our time-constrained pipeline selection system. Recall that our predictions use order-3 polynomial regression on $n^D$ and $p^D$, the numbers of data points and features in $\mathcal{D}$, and their logarithms. We shown in Table 3.1 that this runtime predictor performs well.

3.4.5 Learning the hyperparameter landscapes

Hyperparameter landscapes plot pipeline performance with respect to hyperparameter values. While parameter landscapes have been extensively studied, especially in the deep learning context (for example, [72, 82, 47]), hyperparameter landscapes are less studied. The previous sections focus on how we can choose among different pipeline component types. In this section, we show
Figure 3.9: Comparison of time-constrained experiment design methods across meta-training datasets. The y-axes in 3.9(a) and 3.9(c) are regrets: the difference between minimum pipeline error found by each method and the true minimum. The x-axes are runtime limit ratios: ratios of the runtime limit to the total runtime of all pipelines on each dataset.
Table 3.1: Runtime prediction accuracy on OpenML datasets (TensorOboe)

<table>
<thead>
<tr>
<th>Pipeline estimator type</th>
<th>Runtime prediction accuracy within factor of 2</th>
<th>Runtime prediction accuracy within factor of 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaboost</td>
<td>73.6%</td>
<td>86.9%</td>
</tr>
<tr>
<td>Decision tree</td>
<td>62.7%</td>
<td>78.9%</td>
</tr>
<tr>
<td>Extra trees</td>
<td>71.0%</td>
<td>83.8%</td>
</tr>
<tr>
<td>Gradient boosting</td>
<td>53.4%</td>
<td>77.5%</td>
</tr>
<tr>
<td>Gaussian naive Bayes</td>
<td>67.3%</td>
<td>82.3%</td>
</tr>
<tr>
<td>kNN</td>
<td>68.7%</td>
<td>84.4%</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>53.6%</td>
<td>76.1%</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>74.5%</td>
<td>88.9%</td>
</tr>
<tr>
<td>Perceptron</td>
<td>64.5%</td>
<td>82.2%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>69.5%</td>
<td>84.9%</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>56.8%</td>
<td>79.5%</td>
</tr>
</tbody>
</table>

that our tensor surrogate model is able to learn hyperparameter landscapes of different estimator types that exhibit qualitatively different behaviors.

Figure 3.10 shows some examples of both real and predicted hyperparameter landscapes after running our system for 135 seconds. We can see that our predictions match the overall tendencies of the curves. Larger plots (Figure B.3 in Appendix B.3) show our predictions also capture most of the small variations in these landscapes.

Note TensorOboe does not use a subroutine for hyperparameter optimization: it chooses the hyperparameter for each estimator from a predefined grid of values instead of optimizing hyperparameters by, for example, Bayesian optimization. The hyperparameter landscapes visualized here give confidence that grid search effectively samples performant hyperparameter settings within the range of hyperparameters: a coarse grid suffices.
3.5 Overfitting analysis

Two types of overfitting are of concern in AutoML systems: traditional overfitting (overfitting of models on training folds) and meta-overfitting (overfitting of AutoML surrogate models).

Traditional overfitting may happen in any machine learning system, and is often mitigated by controlling model complexity, cross validation on training set, etc. In TensorOboe, we always evaluate pipelines by k-fold cross validation, and build an ensemble since the pipeline with lowest cross-validation error may
Meta-overfitting happens when meta-training datasets are biased in some sense, and when the surrogate model is so complex that it captures noise in addition to model performance. We mitigate meta-overfitting in the following ways: The OpenML meta-training datasets we collect have diverse topics ranging among multiple science and sociology disciplines. The surrogate model we use is low rank tensor decomposition, a model with low complexity. It denoises cross-validated pipeline error, as discussed in Chapter 2, Section 2.2.

Meta-overfitting still presents many perils. The surrogate model may lack training instances. For example, the perceptron algorithm never performs the best on any meta-training dataset, as shown in Figure 3.5. Hence TensorOboe is unlikely ever to choose a perceptron pipeline. To mitigate this problem, we must collect pipeline performance in a larger space, or consider if the perceptron algorithm (for example) is truly dominated. Another possible source of meta-overfitting is that our meta-training datasets have no more than 10,000 points and smaller number of features. Order-3 polynomial runtime predictors may not generalize well to larger problems.
In this chapter, we present PEPPP [145], a system that uses meta learning to automatically select a promising low-precision configuration for a new dataset in the memory-constrained setting.

4.1 Introduction

Training modern-day neural networks is becoming increasingly expensive as task and model sizes increase. The energy consumption of the corresponding computation has increased alarmingly, and raises doubts about the sustainability of modern training practices [109]. Low-precision training can reduce consumption of both computation [30] and memory [117], thus minimizing the cost and energy to train larger models and making deep learning more accessible to resource-limited users.

Low-precision training replaces 32-bit or 64-bit floating point numbers with fixed or floating point numbers that allocate fewer bits for the activations, optimizers, and weights. A rich variety of methods appear in recent literature, including bit-centering [30], loss scaling [92] and mixed-precision training [154]. There is however a fundamental tradeoff: lowering the number of bits of precision increases the quantization error, which may disrupt convergence and increase downstream error [150, 28, 52]. The low-precision configuration is thus a hyperparameter to be chosen according to the resource constraints of the practitioner.
Figure 4.1: Test error vs memory for ResNet-18 across 99 low-precision floating point configurations. Figure (a) shows the tradeoff on CIFAR-10. (Non-dominated points are blue circles.) Figure (b) shows that the best precision to use varies depending on the memory budget, on 87 image datasets. See Section 4.4 for experimental details.

How should we choose this hyperparameter? Many believe the highest allowable precision (given a memory budget) generally produces the lowest error model. However, there are typically many ways to use the same amount of memory. As shown in Figure 4.1(a), some of these configurations produce much lower error than others! Figure 4.1(b) shows that no one configuration dominates all others. We might consult previous literature to choose a precision; but this approach fails for new applications.

**Our goal is to efficiently pick the best low-precision configuration under a memory budget.** Efficiency is especially important for resource-constrained practitioners, such as individual users or early-stage startups. To promote efficiency, we use a meta-learning [81, 129, 61] approach: we train a small number of cheap very-low-precision models on the dataset to choose the perfect precision. The gains from choosing the right low-precision format can offset the cost of this extra training — but each precision must be chosen carefully to realize the benefits of low-precision training.

We use ideas from multi-objective optimization to characterize the trade-
off between memory and error and identify the Pareto frontier: the set of non-dominated solutions. Users will want to understand the tradeoff between error and memory so they can determine the resources needed to adequately train a model for a given machine learning task. This tradeoff may also influence the design of application-specific low-precision hardware, with profound implications for the future [60]. For example, among all 99 low-precision configurations we tried, we identified some configurations that are Pareto optimal across many different tasks (listed in Appendix C.4). These results could help hardware manufacturers decide which precision settings are worth manufacturing.

Computing the Pareto frontier by training models for all low-precision configurations is expensive and unnecessary. Cloud computing platforms like Google Cloud and Amazon EC2 charge more for machines with the same CPU and double memory: 25% more on Google Cloud\(^1\) and 100% more on Amazon EC2\(^2\) as of mid-September 2021. We use techniques from meta-learning to leverage the information from other low-precision training runs on related datasets. This approach allows us to estimate the Pareto frontier without evaluating all of the low-precision configurations.

Our system, Pareto Estimation to Pick the Perfect Precision (PEPPP), has two goals. The first goal is to find the Pareto frontiers of a collection of related tasks, and is called meta-training in the meta-learning literature. Meta-training requires a set of measurements, each collected by training and testing a neural network with a given precision on a dataset. This information can be gathered offline with a relatively large resource budget, or by crowdsourcing amongst the academic or open-source community. Still, it is absurdly expensive to exhaustively

---

\(^{1}\)https://cloud.google.com/ai-platform/training/pricing
\(^{2}\)https://aws.amazon.com/ec2/pricing/on-demand
evaluate all measurements: that is, every possible low-precision configuration on every task. Instead, we study how to choose a subset of the possible measurements to achieve the best estimate. The second goal we call meta-test: using the information learned on previous tasks, how can we transfer that information to a new task to efficiently estimate its Pareto frontier? This goal corresponds to a resource-constrained individual or startup who wants to determine the best low-precision configuration for a new dataset.

Both meta-training and meta-test rely on matrix completion and active learning techniques to avoid exhaustive search: we make a subset of all possible measurements and predict the rest. We then estimate the Pareto frontier to help the user make an informed choice of the best configuration. We consider two sampling schemes: uniform and non-uniform sampling. Uniform sampling is straightforward. Non-uniform sampling estimates the Pareto frontier more efficiently by making fewer or even no high-memory measurements.

To the best of our knowledge, PEPPP is the first to study the error-memory tradeoff in low-precision training and inference without exhaustive search. Some previous works show the benefit of low-precision arithmetic in significant energy reduction at the cost of a small accuracy decrease [56], and propose hardware-software codesign frameworks to select the desired model [79]. Many other papers focus on low-precision inference only and use it for model compression [139, 21]. Another line of work seeks state-of-the-art (SOTA) performance with low-precision training, using carefully designed learning schedules [122, 123]. Our work imagines low-precision as a way to reduce training or deployment costs of customized models trained on proprietary datasets (not SOTA models on ML benchmarks). Even so, we show in Section 4.4 that our
Figure 4.2: The PEPPP workflow. We begin with a collection of (meta-) training datasets and low precision configurations. In the meta-training phase, we sample dataset-configuration pairs to train, and compute the misclassification error. We use matrix factorization to compute a low dimensional embedding of every configuration. In the meta-test phase, our goal is to pick the perfect precision (within our memory budget) for the meta-test dataset. We compute the memory required for each configuration, and we select a subset of fast, informative configurations to evaluate. By regressing the errors of these configurations on the configuration embeddings, we find an embedding for the meta-test dataset, which we use to predict the error of every other configuration (including more expensive ones) and select the best subject to our memory budget.

work picks promising models for every memory budget, which enables near-SOTA results on CIFAR-10.

Figure 4.2 shows a flowchart of PEPPP. The rest of this work is organized as follows. Section 4.2 describes the main ideas we use to actively sample configurations and approximate Pareto frontiers. Section 4.4 shows experimental results.
4.2 Methodology

PEPPP operates in two phases: meta-training and meta-test. First in meta-training, we learn configuration embeddings by training a neural network of a specific architecture at different low-precision configurations on different datasets. As listed in Appendix C.1, we study image classification tasks and a range of low-precision formats that vary in the number of bits for the exponent and mantissa for the activations, optimizer, and weights. Our hope is to avoid enumerating every possible configuration since exhaustive search is prohibitive in practice. To this end, we make a few measurements and then predict the other test errors by active learning techniques. We also compute the memory matrix to understand the memory consumption of each measurement.

Then in meta-test, we assume that we have completed meta-training, and hence know the configuration embeddings. The meta-test goal is to predict the tradeoff between memory usage and test error on a new (meta-test) dataset. This step corresponds to inference in traditional machine learning; it must be quick and cheap to satisfy the needs of resource-constrained practitioners. To select the configuration that has smallest test error and takes less than the memory limit, we measure a few selected (informative and cheap) configurations on the meta-test dataset, and use the information of their test errors to predict the rest. The problem of choosing measurements is known as the “cold-start” problem in the literature on recommender systems. Then we use the model built on the meta-training datasets to estimate values for the other measurements on the meta-test dataset.
Figure 4.3: Memory usage under two training paradigms. Both train a ResNet-18 on CIFAR-10 with batch size 32.

4.2.1 Meta-training

On the $n$ meta-training datasets, we first theoretically compute the memory needed to evaluate each of the $d$ low-precision configurations to obtain the full memory matrix $M \in \mathbb{R}^{n \times d}$. The total memory consists of memory needed for model weights, activations, and the optimizer (gradients, gradient accumulators, etc.) [118]. Among these three types, activations typically dominate, as shown in Figure 4.3. Thus using lower precision for activations drastically reduces memory usage. Additionally, empirical studies [154] have shown that adopting higher precision formats for the optimizer can substantially improve the accuracy of the trained model. Since the optimizer usually requires a relatively small memory, it is often the best to use a higher precision format for this component. Thus for each low-precision configuration, it is typical to use a lower precision for network weights and activations, and a higher precision for the optimizer, resulting in combinatorially many choices in total. An example of the memory usage in this low-precision scenario is also shown in Figure 4.3.

In practice, ML tasks are often correlated: for example, meta-training datasets might be subsets of a large dataset like CIFAR-100 or ImageNet. The ranking of different configurations tends to be similar on similar tasks. For
example, we computed the test errors of 99 low-precision configurations on 87 datasets (both listed in Appendix C.1) to form a performance vector in $\mathbb{R}^{99}$ for each dataset. We use the Kendall tau correlation to characterize the alignment between the ranking of errors incurred by different configurations on two datasets: the Kendall tau correlation is 1 if the order is the same and -1 if the order is reversed. As shown in Figure 4.4(a), similar datasets have larger correlations: for example, datasets with indices 38 – 87 correspond to ImageNet subproblems such as distinguishing types of fruit or boat. Notice also that some dataset pairs have configuration performance rankings that are negatively correlated. The corresponding error matrix $E$ concatenates the performance vector for each dataset. It is not low rank, but its singular values decay rapidly, as shown in Figure 4.4(b). Hence we expect low rank approximation of this matrix from a few measurements to work well: it is not necessary to measure every configuration.

In the uniform sampling scheme, we sample measurements uniformly at random to obtain a partially observed error matrix $P_\Omega(E)$. We then estimate the
full error matrix $E$ using a low rank matrix completion method to form estimate $\hat{E}$. Here, we use SOFTIMPUTE [91, 57] (Algorithm 9, Appendix C.2). Using the estimated error matrix $\hat{E}$ and computed memory matrix $M$, we compute the Pareto frontier for each dataset to understand the (estimated) error-memory tradeoff. Section 4.4 Figure 4.8 shows an example.

In the non-uniform sampling scheme, we sample measurements with non-uniform probabilities, and use a weighted variant of SOFTIMPUTE, weighting by the inverse sampling probability, to complete the error matrix [88]. Then we estimate the Pareto frontier in the same way as above. Non-uniform sampling is useful to reduce the memory needed for measurements. To this end, we construct a probability matrix $P$ by entry-wise transformation $P_{ij} = \sigma(1/M_{ij})$, in which the monotonically increasing $\sigma : \mathbb{R} \rightarrow [0, 1]$ maps inverse memory usage to a sampling probability. In this way, we make more low-memory measurements, and thus reduce the total memory usage.

### 4.2.2 Meta-test

Having estimated the embedding of each configuration, our goal is to quickly compute the error-memory tradeoff on the meta-test dataset, avoiding the exhaustive search of all possible measurements.

We first compute the memory usage of each low-precision configuration on the meta-test dataset. With this information and guided by meta-training, we evaluate only a few (cheap but informative) configurations and predict the rest. Users then finally select the non-dominated configuration with highest allowable memory. An example of the process is shown in Figure 4.5.
PEPPP uses Experiment Design with Matrix Factorization (ED-MF) described below to choose informative configurations. With more time, ED-MF evaluates more configurations, improving our estimates. We may also set a hard cutoff on memory: we do not evaluate low-precision configurations exceeding the memory limit. This setting has been studied in different contexts, and is called active learning or sequential decision making.

ED-MF picks measurements to minimize the variance of the resulting estimate. Specifically, we factorize the true (or estimated) error matrix \( E \in \mathbb{R}^{n \times d} \) (or \( \hat{E} \)) into its best rank-\( k \) approximation, and get dataset embeddings \( X \in \mathbb{R}^{n \times k} \) and configuration embeddings \( Y \in \mathbb{R}^{d \times k} \) as \( E \approx X^\top Y \) [46, 141]. On a meta-test dataset, we denote the error and memory vectors of the configurations as \( e_{\text{new}} \in \mathbb{R}^d \) and \( m_{\text{new}} \in \mathbb{R}^d \), respectively. We model the error on the new dataset as \( e_{\text{new}} = Y^\top x_{\text{new}} + \epsilon \in \mathbb{R}^d \), where \( x_{\text{new}} \in \mathbb{R}^k \) is the embedding of the new dataset and \( \epsilon \in \mathbb{R}^d \) accounts for the errors from both measurement and low rank decomposition. We estimate the embedding \( x_{\text{new}} \) from a few measurements (entries) of \( e_{\text{new}} \) by least squares. Note that this requires at least \( k \) measurements on the meta-test dataset to make meaningful estimations, in which \( k \) is the rank for matrix factorization.

If \( \epsilon \sim \mathcal{N}(0, \sigma^2 I) \), the variance of the estimator is \( \left( \sum_{j \in S} y_j y_j^\top \right)^{-1} \), in which \( y_j \) is the \( j \)th column of \( Y \). D-optimal experiment design selects measurements on the new dataset by minimizing (a scalarization of) the variance,

\[
\text{minimize } \log \det \left( \sum_{j \in S} y_j y_j^\top \right)^{-1}
\]

subject to \( |S| \leq l \)

\( S \subseteq [d], \) (4.1)

to find \( S \), the set of indices of configurations to evaluate. The positive integer
Figure 4.5: Meta-test on CIFAR-10. After meta-training on all other datasets in Appendix C.1 Table C.1, we use ED-MF to choose six informative measurements (orange squares) with a 275MB memory limit for each measurement on CIFAR-10. Then we estimate test errors of other configurations by ED-MF, and restrict our attention to configurations that we estimate to be non-dominated (red x’s). Note some of these are in fact dominated, since we plot true (not estimated) test error! Finally we select the estimated non-dominated configuration with highest allowable memory (blue square).

$l$ bounds the number of measurements. Given a memory cap $m_{\text{max}}$, we replace the second constraint above by $S \subseteq T$, in which $T = \{ j \in [d] \mid m_{j}^{\text{new}} \leq m_{\text{max}} \}$ is the set of feasible configurations. Since Problem 4.1 is combinatorially hard, we may either relax it to a convex optimization problem by allowing decision variables to have non-integer values between 0 and 1, or use a greedy method to incrementally choose measurements (initialized by measurements chosen by the column-pivoted QR decomposition [51, 49]). We compare these two approaches in Appendix C.3.

In Section 4.4.2, we compare ED-MF with competing techniques and show it works the best to estimate the Pareto frontier and select the final configuration.
4.3 Python implementation

The code for PEPPP and experiments is in the GitHub repository at https://github.com/chengrunyang/peppp. We use QPyTorch [151] to simulate low-precision formats on standard hardware. The lower and higher precision formats are implemented as two quantization layers that are added to within the forward pass of the regular architecture classes that inherit torch.nn.Module.

4.4 Experiments and discussions

The 87 datasets and 99 low-precision configurations in experiments are listed in Appendix C.1. The datasets consist of natural and medical images from various domains. Apart from CIFAR-10, the datasets include 20 CIFAR-100 partitions from mutually exclusive subsets, based on the superclass labels. They also include 50 subsets of ImageNet [33], which contains over 20,000 classes grouped into multiple major hierarchical categories like fungus and amphibian; each of the 50 datasets come from different hierarchies. Finally, we use 16 datasets from the visual domain benchmark [133] to increase the diversity of domains.

The 99 low-precision configurations use mixed-precision as described in Section 4.2.1. Format A (for the activations and weights) uses 5 to 9 bits; Format B (for the optimizer) ranges from 14 to 20 bits. For each, these bits may be split arbitrarily between the exponent and mantissa. Across all configurations, we use ResNet-18, ResNet-34 and VGG [114] variants (11, 13, 16, 19) with learning rate 0.001, momentum 0.9, weight decay 0.0005 and batch size 32. Each training uses only 10 epochs as an early stopping strategy [146] to prevent overfitting.
Figure 4.6: Illustration of Pareto frontier metrics. (a) Convergence is the average distance from each estimated Pareto optimal point to its closest true point: average($d_1$, $d_2$, $d_3$). (b) HyperDiff is the absolute difference in area of feasible regions given by the true and estimated Pareto optimal points: the shaded area between Pareto frontiers.

All the measurements take 35 GPU days on NVIDIA® GeForce® RTX 3090.

Developing a method to select the above hyperparameters at the same time as the low-precision format is an important topic for future research, but not our focus here. In Section 4.4.3 we demonstrate how PEPPP can naturally extend to efficiently select both optimization and low-precision hyperparameters.

A number of metrics may be used to evaluate the quality of the obtained Pareto frontier in a multi-objective optimization problem [140, 83, 3]: the distance between approximated and true frontiers (convergence), the uniformity of the distances between neighboring Pareto optimal points (uniformity), how well the frontier is covered by the approximated points (spread), etc. In our setting, the memory is accurate and the test error is estimated, so we do not have full control of the uniformity and spread of the 2-dimensional frontiers between test error and memory. As illustrated in Figure 4.6, we evaluate the quality of our estimated Pareto frontiers by the following two metrics:

**Convergence** [31] between the sets of true and estimated Pareto optimal points $\mathcal{P}$, $\mathcal{P}$ is $\frac{1}{|\mathcal{P}|} \sum_{v \in \mathcal{P}} \text{dist}(v, \mathcal{P})$, where the distance between point $v$ and set $\mathcal{P}$ is
\[ \text{dist}(v, \mathcal{P}) = \min\{\|v - w\| : w \in \mathcal{P}\}. \] This is a surrogate for the distance between Pareto frontiers.

**Hypervolume difference (HyperDiff)** [155, 27, 140] is the absolute difference between the volumes of solution spaces dominated by the true and estimated Pareto frontiers. This metric improves with better convergence, uniformity, and spread. Its computation requires an upper boundary for each resource.

When computing these metrics, we normalize the memories by proportionally scaling them to between 0 and 1. To evaluate the matrix completion performance, we use the relative error defined as \( \|\hat{v} - v\|/\|v\| \), in which \( \hat{v} \) is the predicted vector and \( v \) is the true vector.

### 4.4.1 Meta-training

We study the effectiveness of uniform and non-uniform sampling schemes. For simplicity, we regard all 87 available datasets as meta-training in this section. In SOFTIMPUTE, we use \( \lambda = 0.1 \) (chosen by cross-validation from a logarithmic scale); and we choose a rank 5 approximation, which accounts for 78% of the variance in the error matrix (as shown in Figure 4.4(b)).

In the uniform sampling scheme, we investigate how many samples we need for accurate estimates: we sample the error matrix at a number of different ratios, ranging from 5% to 50%, and complete the error matrix from each set of sampled measurements. In uniform sampling, the sampling ratio is also the percentage of memory we need to make the measurements in parallel, compared to exhaustive search. Hence we show the relationship between Pareto
Figure 4.7: Pareto frontier estimation in PEPPP meta-training, with uniform sampling of configurations. The violins show the distribution of the performance on individual datasets, and the error bars (blue) show the range. The red error bars show the standard deviation of the error on CIFAR-10 across 100 random samples of the error matrix. Figure (a) shows the matrix completion error for each dataset; Figure (b) and (c) show the performance of the Pareto frontier estimates. Modest sampling ratios (around 0.1) already yield good performance.

frontier estimation performance and sampling ratio in Figure 4.7. We can see the estimates are more accurate at larger sampling ratios, but sampling 20% of the entries already suffices for good performance.

As a more intuitive example, Figure 4.8 shows the error-memory tradeoff on CIFAR-10. Compared to the estimated Pareto optimal points at sampling ratio 5%, the ones at 20% are closer to the true Pareto frontier (better convergence), lie more evenly (better uniformity) and cover the true Pareto frontier better (better spread), as shown by the respective convergence and HyperDiff values. The non-uniform sampling scheme has a similar trend and is shown in Appendix C.5.2.
Figure 4.8: Error vs memory on CIFAR-10 with true and estimated Pareto frontiers from uniform sampling in PEPPP meta-training. A 20% uniform sample of entries yields a better estimate of the Pareto frontier (convergence 0.03 and HyperDiff 0.02) compared to a 5% sample (convergence 0.09 and HyperDiff 0.16).

4.4.2 Meta-leave-one-out cross-validation (meta-LOOCV)

Now suppose that we have already collected measurements on the meta-training datasets to form a meta-training error matrix $E$ (or its low rank approximation $\hat{E}$). On the meta-test dataset, PEPPP estimates the Pareto frontier by the active learning technique ED-MF. We compare ED-MF with a few other active learning techniques: Random selection with matrix factorization (RANDOM-MF), QR decomposition with column pivoting and matrix factorization (QR-MF) and two Bayesian optimization techniques (BO-MF and BO-FULL), to understand whether the strong assumptions in ED-MF (low rank and Gaussian errors) are a hindrance or a help. An introduction to these techniques can be found in Appendix C.5.1.

We use rank 3 for matrix factorization: $Y_{:,j} \in \mathbb{R}^3$ for each $j \in [d]$. In BO, we tune hyperparameters on a logarithmic scale and choose the RBF kernel with length scale $20$, white noise with variance $1$, and $\xi = 0.01$. Table 4.1 shows the meta-LOOCV settings for each acquisition technique. We compare the tech-
Table 4.1: Meta-LOOCV experiment settings

<table>
<thead>
<tr>
<th>meta-training error matrix</th>
<th>memory cap on meta-test?</th>
</tr>
</thead>
<tbody>
<tr>
<td>full</td>
<td>I</td>
</tr>
<tr>
<td>uniformly sampled</td>
<td>III</td>
</tr>
<tr>
<td>non-uniformly sampled</td>
<td>V</td>
</tr>
<tr>
<td></td>
<td>no</td>
</tr>
<tr>
<td></td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>II</td>
</tr>
<tr>
<td></td>
<td>IV</td>
</tr>
<tr>
<td></td>
<td>VI</td>
</tr>
</tbody>
</table>

Techniques at a range of number of configurations to measure in each meta-LOOCV split, resembling what practitioners do in hyperparameter tuning: evaluate an informative subset and infer the rest. Setting I is the most basic, Setting IV and VI are the most practical. We only show results of Setting I and IV in the main paper, and defer the rest to Appendix C.5.

In Setting I, we do meta-LOOCV with the full meta-training error matrix in each split and do not cap the memory for meta-test. This means we evaluate every configuration on the meta-training datasets. We can see from Figure 4.9(a) and 4.9(b) that:

- ED-MF stably outperforms under both metrics, especially with fewer measurements.
- QR-MF overall matches the performance of ED-MF.
- BO-MF, BO-FULL and RANDOM-MF underperform ED-MF and QR-MF at lower memory usage, but often match their performance with higher memory.

Practitioners may have only collected part of the meta-training performance, and desire or are limited by a memory cap when they do meta-test on the new dataset. In Setting IV, we cap the single-configuration memory usage for meta-test at 816MB, the median memory of all possible measurements across config-
Figure 4.9: Pareto frontier estimates in meta-LOOCV Setting I and IV (with a 20% meta-training sampling ratio and an 816MB meta-test memory cap). Each error bar is the standard error across datasets. The x axis measures the memory usage relative to exhaustively searching the permissible configurations. ED-MF consistently picks the configurations that give the best PF estimates.

Ultimately, users would want to select a configuration that both achieves a small error and takes lower memory than the limit. As shown in Figure 4.2, PEPPP offers users the predicted Pareto frontier and chooses the non-dominated configuration with the highest allowable memory and hence the lowest error. We compare the acquisition techniques with the “random high-memory” baseline that randomly chooses a configuration that takes the highest allowable memory: an approach that follows the “higher memory, lower error” intuition. Figure 4.10 shows an example.

Overall, among all approaches and across all memory usage, ED-MF outperforms, especially at a smaller number of measurements. Compared to BO techniques, ED-MF also enjoys the benefit of having less hyperparameters to tune. Although techniques like QR-MF and RANDOM-MF are easier to implement, the additional cost of ED-MF is much smaller than the cost of making measurements: neural network training and testing.
Figure 4.10: Relative performance with respect to ED-MF in meta-test Setting IV when making 3 measurements (memory usage ~10%) on 10 ImageNet partitions. ED-MF outperforms in most cases.

4.4.3 Tuning optimization hyperparameters

Previously, we have shown that PEPPP can estimate the error-memory tradeoff and select a promising configuration with other hyperparameters fixed. In practice, users may also want to tune hyperparameters like learning rate to achieve the lowest error. In Appendix C.5.4, we tune the number of epochs and learning rate in addition to precision, and show that the methodology can be used in broader settings.

4.4.4 Meta-learning across architectures

The meta-learning in previous sections were conducted on ResNet-18. In Appendix C.5.5, we show that on 10 ImageNet partitions, PEPPP is also capable of estimating the error-memory tradeoff of ResNet-34, VGG-11, VGG-13, VGG-16 and VGG-19 competitively. Moreover, the meta-learning across architectures works better than considering each architecture separately.
4.5 Conclusion

We propose PEPPP, a meta-learning system to select low-precision configurations that leverages training information from related tasks to efficiently pick the perfect precision given a memory budget. Built on low rank matrix completion with active learning, PEPPP estimates the Pareto frontier between memory usage and model performance to find the best low-precision configuration at each memory level. By reducing the cost of hyperparameter tuning in low-precision training, PEPPP allows practitioners to efficiently train accurate models.
CHAPTER 5
TABNAS: RESOURCE-CONSTRAINED NEURAL ARCHITECTURE
SEARCH ON TABULAR DATASETS

This chapter presents TabNAS [142], a resource-constrained neural architecture search method to search for feedforward networks on tabular datasets.

5.1 Introduction

It is often observed that to make a machine learning model better, one can scale it up. However this is not always possible when machine learning models are deployed since larger networks are also more expensive as measured by inference time, memory, energy, etc. These costs limit the application of large models: training these models is unsustainable, and inference is often too slow to satisfy end user requirements.

One of the most widespread applications of machine learning in industry is tabular data in, e.g., finance, advertising and medicine. It was only recently that in these applications deep learning was able to outperform classical tree-based models [50, 70].

For vision, optimizing the models to make them suitable for practical deployment often relies on Neural Architecture Search (NAS). Most NAS literature targets these convolutional networks on vision benchmarks [86, 20, 62, 147]. Despite the practical importance of tabular data, NAS research on this topic is quite limited [41, 40].

Weight-sharing allows us to reduce the cost of NAS by training a SuperNet
that is the superset of all architecture candidates [10]. This trained SuperNet is then used to estimate the quality of the individual architectures, the so-called child networks, by only activating a subset of components of that architecture and running an evaluation. To efficiently find the most promising child networks, Reinforcement Learning (RL) has shown to be effective [103, 20, 11] on vision problems.

In our experiments, we observe that a direct application of the vision approaches for tabular data is suboptimal. We started from the TuNAS [11] approach from vision and observed that this struggled to find the optimal architectures for tabular datasets. The failure is caused by the interaction of the search space and the RL controller. In vision, a popular approach is to use a factorized RL controller, which assumes that all choices can be made independently. The search space consists of a limited number of options per layer. In tabular data, we need more options per layer, but there are fewer layers overall. Feedforward networks with bottleneck structures often outperform other feed-forward networks of similar size on tabular data. In such a bottleneck architecture, there exists at least one hidden layer that is much narrower than its preceding and following layers. A popular hypothesis is that its weights resemble the low-rank factors of a wider network, and thus mimics the behavior of the latter with less cost [74, 26]. These bottleneck structures often have a a very good tradeoff between cost and quality (more examples in Appendix D.2.2, Table D.3), but finding these bottleneck structures is difficult for a factorized RL controller. To understand why, we consider the following toy example with 2 layers, illustrated in Figure 5.1. For the each layer, we can choose a layer size of 2, 3 or 4 and the maximum compute budget is set to 25. The optimal solution is to set the size of layer 1 to 4 and layer 2 to 2. Finding this solution is difficult with
a cost penalty. The RL controller is initialized with uniform probabilities. As a result, it is quite likely that the RL controller will initially be penalized heavily when choosing option 4 for the first layer, since two thirds of the choices for the second layer will result in a model that is too expensive. As a result, option 4 for the first layer is quickly discarded by the RL controller and we get stuck in a local optimum.

To circumvent this problem, one could attempt to learn a non-factorized probability distribution. However, this requires a more complicated model, e.g., an LSTM, that is often more difficult to tune. We propose a different solution inspired by rejection sampling. We only update the RL controller when the sampled model satisfies our cost constraint. The RL controller is then discouraged from sampling poor models within the cost constraint and encouraged to sample the high quality models. Rather than penalizing models which violates the cost constraints, the controller silently discards them, thereby circumventing the local optimum.

Our contributions can be summarized as follows:

• We first identify failure cases of existing resource-aware NAS methods on tabular data, and link these cases to the cost penalty in the reward.
• We then propose and evaluate an alternative: a rejection mechanism which ensures that the RL controller can only select architectures that satisfy the user-specified resource constraint. Instead of reward shaping, this extra rejection step allows the RL controller to explore parts of the search space which would otherwise be overlooked.
• The rejection mechanism also introduces a systematic bias into the RL gradient updates, which can skew the search results. To compensate for this
Figure 5.1: A toy example for tabular NAS in the 2-layer search space with a 2-dimensional input and a limit of 25 parameters. The left half shows the number of parameters and loss of each candidate architecture in the search space. The infeasible architectures have striped patch in the corresponding cells. The bottom left cell squared in bold is the global optimal architecture with hidden size $1 = 4$ and hidden size $2 = 2$. The right half shows the change of sampling probabilities in weight-sharing NAS with different RL rewards. Each cell represents an architecture; the sampling probability value is shown both as a percentage in the cell, and with the color intensity indicated by the right colorbar. The orange bars on the top and right sides show the sampling probability distribution among size candidates for each layer. With the Abs Reward, the sampling probability of each architecture is the product of sampling probabilities of its layer sizes; with the rejection-based reward, the sampling probability of an infeasible architecture is 0, and that of a feasible architecture gets reweighted by the sum of probabilities of all feasible architectures. At epoch 500, the cell squared in bold shows the architecture picked by the corresponding RL controller. RL with the Abs Reward $Q(x) + \beta |T(x)/T_0 - 1|$ proposed in TuNAS [11] either converges to a feasible but suboptimal architecture ($\beta = -2$, middle row) or violates the resource constraint ($\beta = -1$, top row). Other latency-aware reward functions show similar failures. In contrast, our new rejection-based controller converges to the optimal solution (bottom row).
Figure 5.2: Rejection-based reward distributionally outperforms random search and resource-aware Abs Reward on the Criteo dataset within a 3-layer search space. All error bars and shaded regions are 95% confidence intervals. The x axis is the time relevant to training a single architecture in the search space. Results of random sampling comes from 100 independent runs on 50 architectures within the number of parameters range. The result of each RL method comes from 5 independent runs. The skyline is the performance of 3 independent retrains of the best architecture that is found by 3 independent exhaustive searches. More details in Appendix D.2.2.

bias, we introduce a theoretically motivated and empirically effective correction into our gradient updates. This correction can be computed exactly for small search spaces, and we show how to efficiently approximate it with Monte-Carlo sampling when the space is large.

These contributions form TabNAS, our RL-based weight-sharing NAS with the rejection-based reward that can robustly and efficiently find a feasible architecture that has optimal performance within the resource constraint. Figure 5.2 shows an example.
5.2 More notations and terminologies

In addition to the notations and terminologies defined in Section 1.2, we use more defined as below for this chapter.

**Math basics.** We use `stop_grad(f)` to denote the constant value (with gradient 0) corresponding to a differentiable quantity \( f \). This is equivalent to `tensorflow.stop_gradient(f)` in TensorFlow [1] or `f.detach()` in PyTorch [100]. \( \nabla \) denotes the gradient with respect to the variable in the context.

**Weight, architecture, and hyperparameter.** We use weights to refer to the parameters of the neural network and are trained in the neural network training. The architecture of a neural network is the structure of how nodes are connected; examples of architectural choices are hidden layer sizes and activation types. Hyperparameters are the non-architectural parameters that control the training process of either stand-alone training or RL, including learning rate, optimizer type, optimizer parameters, etc.

**Neural architecture.** A neural network with specified architecture and hyperparameters is called a model. We only consider fully-connected feedforward networks (FFNs) in this work, since they can already achieve SOTA performance on tabular datasets [70]. The number of hidden nodes after each weight matrix and activation function is called a hidden layer size. We denote a single network in our search space with hyphen-connected choices. For example, when searching for hidden layer sizes, in the space of 3-hidden-layer ReLU networks, 32-144-24 denotes the candidate where the sizes of the first, second and third hidden layers are 32, 144 and 24, respectively. We only search for ReLU networks; for brevity, we will not mention the activation function type in the sequel.
Loss-resource tradeoff and reference architectures. As shown in the tradeoff plots in Figure 5.3, within the hidden layer size search space, the validation loss in general decreases with the increase of the number of parameters, giving the loss-resource tradeoff. Loss and number of parameters can be understood as two costs for the NAS problem. Thus there are Pareto-optimal models that achieve the smallest loss among all models with a given bound on the number of parameters. With an architecture that outperforms others with a similar or fewer number of parameters, we do resource-constrained NAS with the number of parameters of this architecture as the resource target or constraint. We call this architecture the reference architecture (or reference) of NAS, and its performance the reference performance. We do NAS with the goal of matching (the size and performance of) the reference. Note that the RL controller only has knowledge of the number of parameters of the reference, and is not informed of its hidden layer sizes.

Search space. When searching $L$-layer networks, we use capital letters like $X = X_1 \cdots X_L$ to denote the random variable of sampled architectures, in which $X_i$ is the random variable for the size of the $i$-th layer. We use lowercase letters like $x = x_1 \cdots x_L$ to denote an architecture sampled from the distribution over $X$, in which $x_i$ is an instance of the $i$-th layer size. When there are multiple samples drawn, we use a bracketed superscript to denote the index over samples: $x^{(k)}$ denotes the $k$-th sample. The search space $S = \{s_{ij}\}_{i \in [L], j \in [C_i]}$ has $C_i$ choices for the $i$-th hidden layer, in which $s_{ij}$ is the $j$-th choice for the size of the $i$-th hidden layer: for example, when searching for a one-hidden-layer network with size candidates $\{5, 10, 15\}$, we have $s_{13} = 15$.

Reinforcement learning. The RL algorithm learns the set of logits $\{\ell_{ij}\}_{i \in [L], j \in [C_i]}$. 
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Figure 5.3: Tradeoff between loss and number of parameters on Criteo within a 3-layer search space. The search space and Pareto-optimal architectures are shown in Appendix D.2.2. We use logistic loss as the loss metric. When training each architecture 5 times, the standard deviation (std) across different runs is 0.0002, meaning that the architectures whose performance difference is larger than 2× std are qualitatively different with high probability.

in which \( \ell_{ij} \) is the logit associated with the \( j \)-th choice for the \( i \)-th hidden layer. With a fully factorized distribution of layer sizes (we learn a separate distribution for each layer), the probability of sampling the \( j \)-th choice for the \( i \)-th layer \( p_{ij} \) is given by the SoftMax function: 

\[
p_{ij} = \frac{\exp(\ell_{ij})}{\sum_{j \in [C_i]} \exp(\ell_{ij})}
\]

In each RL step, we sample an architecture \( y \) to compute the single-step RL objective \( J(y) \), and update the logits with \( \nabla J(y) \): an unbiased estimate of the gradient of the RL value function.

**Resource metric and number of parameters.** We use the number of parameters, which can be easily computed for neural networks, as a cost metric in this work. Our approach does not depend on the specific cost used.

### 5.3 Methodology

The methodologies we use for NAS can be decomposed into three main components: weight-sharing with layer warmup, REINFORCE with one-shot search,
and Monte Carlo (MC) sampling with rejection.

As an overview, our method starts with a SuperNet, which is a network that layer-wise has width to be the largest choice within the search space. We first stochastically update the weights of the entire SuperNet to “warm up” over the first 25% of search epochs. Then we alternate between updating the shared model weights (which are used to estimate the quality of different child models) and the RL controller (which focuses the search on the most promising parts of the space). In each iteration, we first sample a child network from the current layer-wise probability distributions and update the corresponding weights within the SuperNet (weight update), then sample another child network to update the layerwise logits that give the probability distributions (RL update). The latter RL update is only performed if the sampled network is feasible, in which case we use rejection with MC sampling to update the logits with a sampling probability conditional on the feasible set.

To avoid overfitting, we split the labelled portion of a dataset into training and validation splits. Weight updates are carried out on the training split; RL updates are performed on the validation split.

5.3.1 Weight sharing with layer warmup

The weight-sharing approach has shown success on various computer vision tasks and NAS benchmarks [103, 10, 20, 11]. To do search for an FFN on tabular datasets, we build a SuperNet where the size of each hidden layer is the largest value in the search space. Figure 5.4 shows an example. When we sample a child network with a hidden layer size $\ell_i$ smaller than the SuperNet, we only
Figure 5.4: Illustration of weight-sharing on two-layer FFNs for a binary classification task. The edges denote weights, and arrows at the end of lines denote activations. The circles denote hidden nodes, and the two squares in the output layer denote the output logits. The search space of the size of each hidden layer is $\{2, 3, 4\}$, thus the SuperNet is a two-layer network with size 4-4. At this moment, the controller picks the child network 3-2 in the SuperNet 4-4, thus only the first 3 hidden nodes in the first hidden layer and the first 2 hidden nodes in the second hidden layer, together with the connected edges (in red), are enabled to compute the output logits.

use the first $\ell_i$ hidden nodes in that layer to compute the output in the forward pass. In weight updates, only the weights in the child network are updated in the backward pass. In RL updates, only the weights of the child network are used to estimate the quality reward that is used to update logits.

In weight-sharing NAS, warmup helps to ensure that the SuperNet weights are sufficiently trained to properly guide the RL updates [11]. With probability $p$, we train all weights of the SuperNet, and with probability $1 - p$ we only train the weights of a random child model. When we run architecture searches for FFNs, we do warmup in the first 25% epochs, during which the probability $p$ linearly decays from 1 to 0 (Figure 5.5(a)). The RL controller is disabled during this period.
5.3.2 One-shot training and REINFORCE

We do NAS on FFNs with a REINFORCE-based algorithm. Previous works have used this type of algorithm to search for convolutional networks on vision tasks [124, 20, 11].

When searching for $L$-layer FFNs, we learn a separate probability distribution over $C_i$ size candidates for each layer. The distribution is given by $C_i$ logits via the SoftMax function. Each layer has its own independent set of logits. With $C_i$ choices for the $i$th layer, where $i = 1, 2, \ldots, L$, there are $\prod_{i \in [L]} C_i$ candidate networks in the search space but only $\sum_{i \in [L]} C_i$ logits to learn. This technique significantly reduces the difficulty of RL and make the NAS problem practically tractable [20, 11].

The REINFORCE-based algorithm trains the SuperNet weights and learns the logits $\{\ell_{ij}\}_{i \in [L], j \in [C_i]}$ that give the sampling probabilities $\{\ell_{ij}\}_{i \in [L], j \in [C_i]}$ over size candidates by alternating between weight and RL updates. In each iteration, we first sample a child network $x$ from the SuperNet and compute its training loss in the forward pass. Then we update the weights in the child network with gradients of the training loss computed in the backward pass. This weight update step trains the weights of the sampled network. The weights in the architectures with larger sampling probabilities are sampled and thus trained more often. We then update the logits for the RL controller by sampling a child network $y$ that is independent of the network $x$ from the same layerwise distributions, compute the quality reward $Q(y)$ as $1 - \text{loss}(y)$ on the validation set, and then update the logits with the gradient of $J(y) = \text{stop}\_\text{grad}(Q(y) - \bar{Q})\log P(y)$: the product of the advantage of the current network’s reward over past rewards (usually an exponential moving average) and the log-probability of the current sample.
The alternation creates a positive feedback loop that trains the weights and updates the logits of the large-probability child networks; thus the layer-wise sampling probabilities gradually converge to more deterministic distributions, under which one or several architectures are finally selected.

Details of a resource-oblivious version is shown as Algorithm 11 in Appendix D.1, which does not take into account a resource constraint. In Section 5.3.3, we show an algorithm that combines Monte-Carlo sampling with rejection sampling, which serves as a subroutine of Algorithm 11 by replacing the probability in $J(y)$ with a conditional version.

5.3.3 Rejection-based reward with MC sampling

Only a subset of the architectures in the search space $S$ will satisfy our resource constraints, $\mathcal{V}$ denotes this set of feasible architectures. To find a feasible architecture, a resource target $T_0$ is often used in an RL reward. Given an architecture $y$, a latency-aware reward combines its quality $Q(y)$ and resource consumption $T(y)$ into a single reward. MnasNet [124] proposes the reward functions $Q(y) \times (T(y)/T_0)^\beta$ and $Q(y) \times \max\{1, (T(y)/T_0)^\beta\}$ while TuNAS [11] proposes the absolute value reward (or Abs Reward) $Q(y) + \beta |T(y)/T_0 - 1|$. In these approaches $\beta$ is a hyperparameter that needs careful tuning. The idea behind these reward functions is to encourage models with high quality with respect the resource target.

We found that in tabular data experiments, RL controllers using these resource-aware rewards above can struggle to discover bottleneck structures – where we select a large number of filters for the $i$th layer of the network but a
small number of filters for the $i+1$st layer. Figure 5.1 shows a toy example in the search space in Figure 5.4, in which we know the validation losses of each child network and only train the RL controller for 200 steps. The optimal network is 4-2 among architectures with number of parameters no more than 25, but the RL controller rarely chooses it. In Section 5.4.1, we show examples of this on real datasets.

Such a phenomenon reveals a gap between the true distribution we want to sample from and the distributions given by factorized search space that we are truly sampling from:

- We only want to sample from the set of feasible architectures $V$, whose distribution is $\{P(y|y \in V)\}_{y \in V}$. The number of parameters (or another resource metric) of an architecture, and thus its feasibility, is determined jointly by the sizes of all layers.
- On the other hand, the factorized search space determines that we learn a separate (independent) probability distribution for the choices of each layer. While this distribution is efficient to learn, the independence assumption makes it difficult for a RL controller with a resource-aware reward to choose a bottleneck structure. A bottleneck requires the controller to select large sizes for some layers and small layer sizes for others. But decisions for different layers are made independently, and both very large and very small layer sizes, when selected independently of each other, have very negative expected rewards. Small layers are likely to have suboptimal quality, and large layers are likely to exceed the resource constraints.

To bridge the gap and efficiently learn layerwise distributions that take into account the architecture feasibility, we propose a rejection-based RL reward for
Algorithm 11. We next sketch the idea; detailed pseudocode is provided as Algorithm 12 in Appendix D.1.

REINFORCE optimizes a set of logits \( \{\ell_{ij}\}_{i \in [L], j \in [C]} \) which define a probability distribution \( p \) over architectures. In the original REINFORCE algorithm, we sample a random architecture \( y \) from \( p \) and then estimate its quality \( Q(y) \). Updates to the logits \( \ell_{ij} \) take the form \( \ell_{ij} \leftarrow \ell_{ij} + \eta \frac{\partial}{\partial \ell_{ij}} J(y) \), where \( \eta \) is the learning rate,

\[
J(y) = \text{stop\_grad}(Q(y) - \overline{Q}) \cdot \log p(y)
\]

and \( \overline{Q} \) is a moving average of recent rewards. If \( y \) is better (resp. worse) than average then \( Q(y) - \overline{Q} \) will be positive (resp. negative), so the REINFORCE update will increase (resp. decrease) the probability of sampling the same architecture in the future.

In our new REINFORCE variant, motivated by rejection sampling, we skip the REINFORCE update to the logits unless \( y \) is feasible. And if \( y \) is feasible, we replace the probability \( p(y) \) in the REINFORCE update equation with the conditional probability \( p(y \mid y \in V) = p(y)/p(y \in V) \). So \( J(y) \) becomes

\[
J(y) = \text{stop\_grad}(Q(y) - \overline{Q}) \cdot \log [p(y)/p(y \in V)]
\]

We can compute the probability of sampling a feasible architecture \( p(V) := p(y \in V) \) exactly when the search space is small, but that becomes prohibitively expensive when the space is large. In the latter case, we replace the exact probability \( p(y) \) with a differential approximation \( \widehat{p}(y) \) obtained using Monte-Carlo (MC) sampling. In each RL step, we sample \( N \) architectures \( \{z^{(k)}\}_{k \in [N]} \) within the search space with a proposal distribution \( q \), and get

\[
\widehat{p}(V) = \frac{1}{N} \sum_{k \in [N]} \frac{p^{(k)}}{q^{(k)}} \cdot 1(z^{(k)} \in V)
\]
as an estimate of $P(V)$. For each $k \in [N]$, $p^{(k)}$ is the probability of sampling $z^{(k)}$ with the factorized layerwise distributions, and is thus differentiable with respect to the logits. In contrast, $q^{(k)}$ is the probability of sampling $z^{(k)}$ with the proposal distribution, and is therefore non-differentiable.

We show $\widehat{P}(V)$ is an unbiased and consistent estimate of $P(V)$, and $\nabla \log[P(y)/\widehat{P}(V)]$ is a consistent estimate of $\nabla \log[P(y | y \in V)]$ (Appendix D.7). A larger $N$ gives better results (Section D.5); in our experiments, we need smaller than the size of the sample space to get a faithful estimate (Figure 5.5(b), Section 5.4.3 and Appendix D.3) because neighboring RL steps can correct the estimates of each other. We set $q = \text{stop\_grad}(p)$ in our experiments for convenience: use the current distribution over architectures for MC sampling. Other distributions that have a larger support on $V$ may be used to reduce the sampling variance (Appendix D.7).

At the end of NAS, we pick the layer sizes with largest sampling probabilities as the found architecture if the layerwise distributions are deterministic, or sample the distributions $m$ times and pick $n$ feasible architectures with the largest number of parameters if not. Appendix D.1 Algorithm 13 provides the full details of this procedure. Although it is cheap to use larger values, we find $m = 500$ and $n \leq 3$ suffice to find an architecture that can match the reference architecture in our experiments.

In practice, we find that the distributions often (almost) converge after $2 \times$ of the number of epochs used to train stand-alone child networks, while the distributions are often informative enough after $1 \times$ epochs, in the sense that the architectures found by Algorithm 13 are competitive.
Figure 5.5: Example layer warmup and valid probabilities. Figure 5.5(a) shows our schedule of layer warmup probabilities: linearly decay from 1 to 0 in the first 25% epochs. Figure 5.5(b) shows an example of the change of true and estimated valid probabilities ($P(V)$ and $\hat{P}(V)$) in a successful search, with 8,000 architectures in the search space and the number of Monte-Carlo samples $N = 1024$. Both probabilities are (nearly) constant during warmup before RL starts, then start to increase when the RL starts because of rejection sampling.

Figure 5.1 show that our rejection-based method finds the best feasible architecture, 4-2, in our toy example, when using the $\hat{P}(V)$ estimated by MC sampling.

5.4 Experiments and discussions

We ran all experiments using TensorFlow on a Cloud TPU v2 with 8 cores. We use a 1,027-dimensional input representation for Criteo, 180 features for Volkwert and 128 features for Aloi\(^1\). More experiment setup details can be found in Appendix D.2.

\(^1\)Our paper takes these features as given. It is worth noting that methods proposed in feature engineering works like [73] and [84] are complementary to and can work together with TabNAS.
Figure 5.6: **Failure case of the Abs Reward on Criteo** in a search space of 3-layer FFNs. The change of sampling probabilities and comparison of retrain performance between the 32-144-24 reference and the 32-64-96 architecture found with the $Q(x) + \beta |T(x)/T_0 - 1|$ Abs Reward, the target for the reward was 41,153 parameters. Repeated runs of the same search find the same architecture. Figure 5.6(d) shows the change of validation losses across 5 retrains of 32-64-96 (NAS-found) and 32-144-24 (reference).

### 5.4.1 When do previous RL rewards fail?

Section 5.3.3 discussed the resource-aware RL rewards and highlighted a potential failure case. In this section, we show several failure cases of the resource-aware rewards $Q(x)(T(x)/T_0)^\beta$, $Q(x) \max\{1, (T(x)/T_0)^\beta\}$ and $Q(x) + \beta |T(x)/T_0 - 1|$ on our tabular datasets; more failure cases can be found in Appendix D.3.

**Criteo – 3 Layer Search Space**

We use the 32-144-24 reference architecture, which has 41,153 parameters. Figure 5.3 gives an overview of the costs and the losses of all architectures in the search space. The search space requires us to choose one of 20 possible sizes for each hidden layer in the network; details are discussed in Appendix D.3. We set the maximum inference cost to 42,000 parameters. The search has $1.7 \times$ the cost of a stand-alone training run.

**Failure of latency rewards.** Figure 5.6 shows the sampling probabilities from
the search when using the Abs Reward $Q(x) + \beta|T(x)/T_0 - 1|$, and the retrain performance of the found architecture 32-64-96.

In Figures 5.6(a) – 5.6(c), we can see that the sampling probabilities for the different choices are uniform during warmup and then converge quickly. The final selected model (32-64-96) is much worse than the reference model (32-144-24) even though the reference model is actually less expensive. We also observed similar failures for the MnasNet rewards. With the MnasNet rewards, the RL controller also struggles to find a model within $\pm5\%$ of the constraint despite a grid search of the RL parameters (details in Appendix D.2). In both cases, almost all found models are worse than the reference architecture.

**The RL controller is to blame.** To verify that a low quality SuperNet was not the culprit, we trained a SuperNet without updating the RL controller, and manually inspected the quality of the resulting SuperNet. The sampling probabilities for the RL controller remained uniform throughout the search; the rest of the training setup was kept the same. At the end of the training, we compare two sets of losses on each of the child networks: the validation loss from the SuperNet (*one-shot loss*), and the validation loss from training the child network from scratch. Figure 5.7(a) shows that there is a strong correlation between these accuracies; Figure 5.7(b) shows RL that starts from the sufficiently trained SuperNet weights in 5.7(a) still chooses the suboptimal choice 64. This suggests that the suboptimal search results on Criteo are likely due to issues with the RL controller, rather than issues with the one-shot model weights. In a 3 layer search space we can actually find good models without the RL controller, but in a 5 layer search space, we found an RL controller whose training is interleaved with the SuperNet is important to achieve good results.
Figure 5.7: SuperNet calibration on Criteo among 3-layer networks (with search space in Appendix D.2), and the Layer 2 change of probabilities in a search with the same number of epochs for only SuperNet training. The y coordinates in Figure (a) are from a SuperNet trained with the same hyperparameters as the search in Figure 5.6, except that there are no RL updates in the first 60 epochs; the x coordinates are from stand-alone training of architectures with performance standard deviation 0.0003, with each errorbar spanning a range of 0.0006. Figure (a) has a 0.96 Pearson correlation coefficient.

Volkert – 4 Layer Search Space

We search for 4-layer and 9-layer networks on the Volkert dataset\textsuperscript{2}; details are in Appendix D.3. For resource-aware RL rewards, we ran a grid search over the RL learning rate and $\beta$ hyperparameter. The reference architecture for the 4 layer search space is 48-160-32-144 with 27,882 parameters. Despite a hyperparameter grid search, it was difficult to find models with the right target cost reliably using the MnasNet rewards. Using the Abs Reward (Figure 5.8), searched models met the target cost but their quality was suboptimal, and the trend is similar to what has been shown in the toy example (Figure 5.1): a smaller $|\beta|$ gives an infeasible architecture that is beyond the reference number of parameters, and a larger $|\beta|$ gives an architecture that is feasible but suboptimal.

\textsuperscript{2}https://www.openml.org/d/41166
A Common Failure Pattern

Looking back at the failure modes on Criteo and Volkert, we can see that the reference architectures on which the RL controller with soft constraint fails often have a bottleneck structure. For example, with a 1,027-dimensional input representation, the 32-144-24 reference on Criteo has bottleneck 32; with 180 features, the 48-160-32-144 reference on Volkert has bottleneck 32. More examples can be found in Appendix D.3. As the example in Section 5.3.3 shows, the wide hidden layers around the bottlenecks get penalized harder in the search, and it is thus more difficult for RL with the Abs Reward to find a model that can match the reference performance. Also, Appendix D.2.2 shows the Pareto-optimal architectures in the tradeoff points in Figure 5.3 often have bottleneck structures. This means resource-aware RL rewards in previous NAS practice may be more likely to fail than imagined.

Next in Section 5.4.2, we show the performance of RL with the rejection-based reward in matching these reference architectures.
5.4.2 NAS with the rejection-based reward

As introduced in Section 5.3.3, the rejection-based reward does not introduce an additional resource-aware bias in the RL reward, but rather uses conditional probabilities to update the logits in feasible architectures.

To match the 32-144-24 reference on Criteo, we run the search with the MC-sampling-with-rejection approach for 120 epochs, with RL learning rate 0.005 and number of MC samples $N = 3072$.\(^3\)

The RL controller converges to two architectures, 32-160-16 (40,769 parameters, with loss $0.4457 \pm 0.0002$) and 32-144-24 (41,153 parameters, with loss $0.4455 \pm 0.0003$), after around 50 epochs of NAS, then oscillates between these two solutions (Figure 5.9). At the end of the 120-epoch search, we sample from the layerwise distribution and pick the largest feasible architecture, causing us to select the reference architecture 32-144-24. It is clear that this approach does not get stuck in a local optimum immediately.

On the same hardware, the search takes $3 \times$ the time of a stand-alone training in Figure 5.6(d) to finish. As a result, as can be seen in Figure 5.2 the proposed architecture search method is much more efficient than a random baseline.

5.4.3 Ablation studies

We do the ablation studies on Criteo with the 32-144-24 reference. The behavior on other datasets with other reference architectures are similar.

\(^3\)The 3-layer search space has $2^{20} = 8000$ candidate architectures, which is small enough to compute $P(V)$ exactly. However, MC can scale to larger spaces which are prohibitively expensive for exhaustive search (Appendix D.3).
Figure 5.9: **Success case:** on Criteo in a search space of 3-layer FFNs, Monte-Carlo sampling with rejection eventually finds 32-144-24, the reference architecture, with RL learning rate 0.005 and number of MC samples 3,072. Figure 5.9(d) shows the change of true and estimated valid probabilities.

**Whether to use** $\hat{P}(V)$ **instead of** $P(V)$. The Monte-Carlo (MC) sampling estimates $P(V)$ with $\hat{P}(V)$ to save resources. Such estimations are especially efficient when the sample space is large. Empirically, the $\hat{P}(V)$ estimated with enough MC samples (as described in Appendix D.5) enables the RL controller to find the same architecture as $P(V)$, because the $\hat{P}(V)$ estimated with a large enough number of samples is accurate enough (e.g., Figure 5.5(b) and 5.9(d)).

**Whether to skip infeasible architectures in weight updates.** In each iteration of one-shot training and REINFORCE (Appendix D.1 Algorithm 11) with the rejection mechanism (Appendix D.1 Algorithm 12), we train the weights in the sampled child network $x$ regardless of whether $x$ is feasible. Instead, we may update the weights only when $x$ is feasible, in a similar rejection mechanism as the RL step. We find this mechanism may mislead the search because of insufficiently trained weights: the rejection-based RL controller can still find qualitatively the best architectures on Criteo with the 32-144-24 or 48-240-24-256-8 reference, but fails with the 48-128-16-112 reference. In the latter case, although the RL controller still finds architectures with bottleneck structures (e.g., 32-384-8-144), the first layer sizes of the found architectures are much smaller, leading to suboptimal performance.
Whether to differentiate through $\hat{P}(V)$. REINFORCE with rejection has the optimization objective:

$$J(y) = \text{stop} \cdot \text{grad}(Q(y) - \overline{Q}) \cdot \log \left[ \frac{P(y)}{P(V)} \right]$$

To update the RL controller’s logits, we compute $\nabla J(y)$, which requires a differentiable approximation of $P(V)$. From a theoretical standpoint, omitting the extra term $P(V)$ – or using a non-differentiable approximation – will result in biased gradient estimates. Empirically, we ran experiments with multiple variants of our algorithm where we omitted the term $P(V)$, but found that the quality of the searched architectures was significantly worse.

Strategy for choosing the final architecture after search. When RL finishes, instead of biasing towards architectures with more parameters (Appendix D.1 Algorithm 13), we may also bias towards those that are feasible and have larger sampling probabilities. We find that when the final distributions are less deterministic, the architectures found by the latter strategy to perform worse: for example, the top 3 feasible architectures found with the final distribution in Figure 5.9 are 32-128-16, 32-160-16 and 32-128-8, and they are all inferior to 32-144-24.
A.1 Machine learning models

Shown in Table A.1, the hyperparameter names are the same as those in scikit-learn 0.19.2.

A.2 Dataset meta-features

Dataset meta-features used throughout the experiments are listed in Table A.2 (next page).

A.3 Meta-feature calculation time

On a number of not very large datasets, the time taken to calculate meta-features in the previous section are already non-negligible, as shown in Figure A.1. Each dot represents one midsize OpenML dataset.
### Table A.1: Base Algorithm and Hyperparameter Settings

<table>
<thead>
<tr>
<th>Algorithm type</th>
<th>Hyperparameter names (values)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaboost</td>
<td>n_estimators (50,100), learning_rate (1.0,1.5,2.0,2.5,3)</td>
</tr>
<tr>
<td>Decision tree</td>
<td>min_samples_split (2,4,8,16,32,64,128,256,512,1024,0.01,0.001,0.0001,1e-05)</td>
</tr>
<tr>
<td>Extra trees</td>
<td>min_samples_split (2,4,8,16,32,64,128,256,512,1024,0.01,0.001,0.0001,1e-05), criterion (gini,entropy)</td>
</tr>
<tr>
<td>Gradient boosting</td>
<td>learning_rate (0.001,0.01,0.025,0.05,0.1,0.25,0.5), max_depth (3, 6), max_features (null,log2)</td>
</tr>
<tr>
<td>Gaussian naïve Bayes</td>
<td></td>
</tr>
<tr>
<td>kNN</td>
<td>n_neighbors (1,3,5,7,9,11,13,15), p (1,2)</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>C (0.25,0.5,0.75,1.5,2,3,4), solver (liblinear,saga), penalty (11,12)</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>learning_rate_init (0.0001,0.001,0.01), learning_rate (adaptive), solver (sgd,adam), alpha (0.0001, 0.01)</td>
</tr>
<tr>
<td>Perceptron</td>
<td></td>
</tr>
<tr>
<td>Random forest</td>
<td>min_samples_split (2,4,8,16,32,64,128,256,512,1024,0.01,0.001,0.0001,1e-05), criterion (gini,entropy)</td>
</tr>
<tr>
<td>Kernel SVM</td>
<td>C (0.125,0.25,0.5,0.75,1,2,4,8,16), kernel (rbf,poly), coef0 (0,10)</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>C (0.125,0.25,0.5,0.75,1,2,4,8,16)</td>
</tr>
</tbody>
</table>

![Metafeature calculation time and corresponding dataset sizes of the midsize OpenML datasets. The collection of meta-features is the same as that used by auto-sklearn [42]. We can see some calculation times are not negligible.](image-url)
Table A.2: Dataset Meta-features

<table>
<thead>
<tr>
<th>Meta-feature name</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of instances</td>
<td>number of data points in the dataset</td>
</tr>
<tr>
<td>log number of instances</td>
<td>the (natural) logarithm of number of instances</td>
</tr>
<tr>
<td>number of classes</td>
<td></td>
</tr>
<tr>
<td>number of features</td>
<td></td>
</tr>
<tr>
<td>log number of features</td>
<td>the (natural) logarithm of number of features</td>
</tr>
<tr>
<td>number of instances with missing values</td>
<td></td>
</tr>
<tr>
<td>percentage of instances with missing values</td>
<td></td>
</tr>
<tr>
<td>number of features with missing values</td>
<td></td>
</tr>
<tr>
<td>percentage of features with missing values</td>
<td></td>
</tr>
<tr>
<td>number of missing values</td>
<td></td>
</tr>
<tr>
<td>percentage of missing values</td>
<td></td>
</tr>
<tr>
<td>number of numeric features</td>
<td></td>
</tr>
<tr>
<td>number of categorical features</td>
<td></td>
</tr>
<tr>
<td>ratio numerical to nominal</td>
<td>the ratio of number of numerical features to the number of categorical features</td>
</tr>
<tr>
<td>ratio numerical to nominal</td>
<td></td>
</tr>
<tr>
<td>dataset ratio</td>
<td>the ratio of number of features to the number of data points</td>
</tr>
<tr>
<td>log dataset ratio</td>
<td>the natural logarithm of dataset ratio</td>
</tr>
<tr>
<td>inverse dataset ratio</td>
<td></td>
</tr>
<tr>
<td>log inverse dataset ratio</td>
<td></td>
</tr>
<tr>
<td>class probability (min, max, mean, std)</td>
<td>the (min, max, mean, std) of ratios of data points in each class</td>
</tr>
<tr>
<td>symbols (min, max, mean, std, sum)</td>
<td>the (min, max, mean, std, sum) of the numbers of symbols in all categorical features</td>
</tr>
<tr>
<td>kurtosis (min, max, mean, std)</td>
<td></td>
</tr>
<tr>
<td>skewness (min, max, mean, std)</td>
<td></td>
</tr>
<tr>
<td>class entropy</td>
<td>the entropy of the distribution of class labels (logarithm base 2)</td>
</tr>
</tbody>
</table>

landmarking [102] meta-features

LDA
- decision tree classifier with 10-fold cross validation
- 10-fold cross-validated decision tree classifier with criterion="entropy", max_depth=1, min_samples_split=2, min_samples_leaf=1, max_features=None
- random node learner
- 10-fold cross-validated decision tree classifier with max_features=1 and the same above for the rest
- random node learner
- 10-fold cross-validated decision tree classifier with max_features=1 and the same above for the rest

1-NN
- PCA fraction of components for 95% variance
- the fraction of components that account for 95% of variance
- PCA kurtosis first PC
- kurtosis of the dimensionality-reduced data matrix along the first principal component
- PCA skewness first PC
- skewness of the dimensionality-reduced data matrix along the first principal component
Figure A.2: Comparison of different versions of ED with PMF. "ED (time)" denotes ED with runtime constraint, with time limit set to be 10% of the total runtime of all available models; "ED (number)" denotes ED with the number of entries constrained.

A.4 Comparison of experiment design with different constraints

In Section 2.5.1, we compared experiment design (ED) with constraint on the number of observed entries. This version is more comparable to QR and PMF than the version with runtime constraint (Equation 2.1). However, the time-constrained version has decent performance, as shown in Figure A.2.
For reproducibility, refer to Section B.1 for datasets and the pipeline search space. All the code is in the GitHub repository at https://github.com/udellgroup/oboe.

B.1 Reproducibility for meta-training

B.1.1 Meta-training OpenML datasets

B.1.2 Meta-test UCI datasets


B.1.3 Pipeline search space

We build pipelines using scikit-learn [101] primitives. The available components are listed in Table B.1. “null” denotes a pass-through.

B.2 Experiment design for weighted least squares

When factorizing the error matrix by SVD, we approximate performance of different pipelines to different accuracies. Different accuracies can be characterized
Table B.1: Pipeline search space

<table>
<thead>
<tr>
<th>Component</th>
<th>Algorithm type</th>
<th>Hyperparameter names (values)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data imputer</td>
<td>Simple imputer</td>
<td>strategy (mean, median, most_frequent, constant)</td>
</tr>
<tr>
<td>Encoder</td>
<td>null</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>OneHotEncoder</td>
<td>handle_unknown (ignore), sparse (0)</td>
</tr>
<tr>
<td>Standardizer</td>
<td>null</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>StandardScaler</td>
<td>-</td>
</tr>
<tr>
<td>Dimensionality</td>
<td>null</td>
<td>-</td>
</tr>
<tr>
<td>reducer</td>
<td>PCA</td>
<td>n_components (25%, 50%, 75%)</td>
</tr>
<tr>
<td></td>
<td>VarianceThreshold</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SelectKBest</td>
<td>k (25%, 50%, 75%)</td>
</tr>
<tr>
<td>Estimator</td>
<td>Adaboost</td>
<td>n_estimators (50,100), learning_rate (1.0, 1.5, 2.0, 2.5, 3)</td>
</tr>
<tr>
<td></td>
<td>Decision tree</td>
<td>min_samples_split</td>
</tr>
<tr>
<td></td>
<td>Extra trees</td>
<td>min_samples_split</td>
</tr>
<tr>
<td></td>
<td>Gradient boosting</td>
<td>learning_rate (0.001, 0.025, 0.05, 0.1, 0.25, 0.5), max_depth (3, 6), max_features (null, log2)</td>
</tr>
<tr>
<td></td>
<td>Logistic regression</td>
<td>C (0.25, 0.5, 0.75, 1.15, 2, 3, 4), solver (liblinear, saga), penalty (1, 12)</td>
</tr>
<tr>
<td></td>
<td>Multilayer perceptron</td>
<td>learning_rate (adaptive), solver (sgd, adam), alpha (1e-4, 0.01)</td>
</tr>
<tr>
<td></td>
<td>Random forest</td>
<td>min_samples_split</td>
</tr>
<tr>
<td></td>
<td>Linear SVM</td>
<td>C (0.125, 0.25, 0.5, 0.75, 1, 2, 4, 8, 16)</td>
</tr>
</tbody>
</table>

by different variances in the linear regression model, thus the weighted least squares (WLS) model that would theoretically give the best linear unbiased estimate to the new dataset embedding may perform better.

In detail, recall that the constrained $D$-optimal experiment design formulation relies on the assumption that given a low rank matrix multiplication model $X^TY = E$, the error term in linear regression $\epsilon \sim N(0, \sigma^2 I)$, which means each pipeline is predicted to the same accuracy. In the WLS version of our pipeline performance estimation setting, the pipeline performance vector of the new dataset can be written as $e = Y^T x + \epsilon$, in which $\epsilon \sim N(0, \Sigma)$. $\Sigma = \text{diag}(\sigma_1^2, \sigma_2^2, \ldots, \sigma_n^2)$
is a covariance matrix; diagonal in the weighted least squares setting. For each pipeline \( j \in [n] \), we estimate the variance by the sample variance of \( e_j - X^\top y_j \), and show a histogram in Figure B.1. In this case, the time-constrained \( D \)-experiment design problem to solve becomes

\[
\begin{align*}
\text{minimize} & \quad \log \det \left( \sum_{j=1}^{n} v_j \frac{y_j y_j^\top}{\sigma_j^2} \right)^{-1} \\
\text{subject to} & \quad \sum_{j=1}^{n} v_j \hat{t}_j \leq \tau \\
& \quad v_j \in \{0, 1\}, \forall j \in [n].
\end{align*}
\]

The corresponding greedy approach, which we call *weighted-greedy*, is shown as Algorithm 8. It differs from the ordinary greedy approach in that each \( y_j \) is scaled by \( 1/\sigma_j \). Figure B.2 shows its performance compared to convexification and greedy. We can see the weighted-greedy approach performs similarly to the ordinary greedy approach in our experiments.
Algorithm 8 Greedy algorithm for time-constrained D-design in WLS setting, with QR initialization

**Input:** design vectors $\{y_j\}_{j=1}^n$, in which $y_j \in \mathbb{R}^k$; pipeline estimation variances $\{\sigma^2_j\}_{j=1}^n$ (predicted) running time of all pipelines $\{\hat{t}_i\}_{i=1}^n$; maximum running time $\tau$

**Output:** The selected set of designs $S \subseteq [n]$

1. $y_j \leftarrow y_j/\sigma_j$, $\forall j \in [n]$
2. $S_0 \leftarrow \text{QR initialization}(\{y_j\}_{j=1}^n, \{\hat{t}_i\}_{i=1}^n, \tau)$
3. $S \leftarrow \text{Greedy without repetition}(\{y_j\}_{j=1}^n, \{\hat{t}_i\}_{i=1}^n, \tau, S_0)$

---

(a) Regret on the subsampled error matrix (215-by-183) for estimator search, including the weighted-greedy method.

(b) Regret on the full error matrix (215-by-23424) for pipeline search, including the weighted-greedy method.

---

Figure B.2: Comparison of time-constrained experiment design methods, including the weighted-greedy method.

---

B.3 Zoomed-in hyperparameter landscapes
Figure B.3: Zoomed-in hyperparameter landscapes in Figure 3.10. The y-axes here do not start from 0.
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All the tables in this appendix are shown in the last page.

C.1 Datasets and low-precision formats

The 87 datasets chosen in our experiment are listed in Table C.1. Note that the datasets contain images of two different resolutions: 32 denotes resolution $3 \times 32 \times 32$, and 64 denotes $3 \times 64 \times 64$. We list our choices of Format A and B in Table C.2 and C.3, respectively. In each evaluation, the low-precision configuration is composed of one Format A (for the activations and weights) and one Format B (for the optimizer), as detailed in Section 4.2.1. Therefore, the total number of low-precision configurations used in our experiment is 99.

C.2 The SOFTIMPUTE algorithm

There are several versions of SOFTIMPUTE; [57] gives a nice overview. We use the version in [91].

At a high level, SOFTIMPUTE iteratively applies a soft-thresholding operator $S_\lambda$ on the partially observed error matrix with a series of decreasing $\lambda$ values. Each $S_\lambda$ replaces the singular values $\sigma_i$ with $(\sigma_i - \lambda)_+$. The regularization parameter $\lambda$ can be set in advance or ad hoc, by convergence dynamics.

The pseudocode for the general SOFTIMPUTE algorithm is shown as Algorithm 9, in which $P_\Omega(E)$ is a matrix with the same shape as $E$, and has the $(i,j)$-th
entry being $E_{ij}$ if $(i, j) \in \Omega$, and 0 otherwise. In our implementation, $\lambda_i = \lambda t_i$ for each step $i$, and $t_i$ is the step size from TFOCS backtracking [9].

Algorithm 9 SOFTIMPUTE

**Input:** a partially observed matrix $P_\Omega(E) \in \mathbb{R}^{n \times d}$, number of iterations $I$, a series of decreasing $\lambda$ values $\{\lambda_i\}_{i=1}^I$

**Output:** an estimate $\tilde{E}$

1. for $i = 1$ to $I$
2. \hspace{1em} $\tilde{E} \leftarrow P_\Omega(E) + P_{\Omega^c}(\tilde{E})$
3. \hspace{1em} $U, \Sigma, V \leftarrow \text{svd}(\tilde{E})$
4. \hspace{1em} $\tilde{E} \leftarrow US_i(\Sigma)V^T$
5. end for

C.3 Algorithms for experiment design

As mentioned in Section 4.2.2, there are mainly two algorithms to solve Problem 4.1, the D-optimal experiment design problem: convexification and greedy.

The convexification approach relaxes the combinatorial optimization problem to the convex optimization problem

$$\text{minimize} \quad \log \det \left( \sum_{j=1}^d v_j y_j y_j^T \right)^{-1}$$

subject to

$$\sum_{j=1}^d v_j \leq l$$

$$v_j \in [0, 1], \forall j \in [d]$$

(C.1)

that can be solved by a convex solver (like SLSQP). Then we sort the entries in the optimal solution $v^* \in \mathbb{R}^d$ and set the largest $l$ entries to 1 and the rest to 0.

The greedy approach [90, 144] maximizes the submodular objective function by first choosing an initial set of configurations by column-pivoted QR decomposition, and then greedily adding new configuration to the solution set $S$ in each step until $|S| = l$. The greedy stepwise selection algorithm is shown as
In Algorithm 10, the new configuration is chosen by the Matrix Determinant Lemma$^1$ [55], and $X_i^{-1}$ is updated by the close form from the Sherman-Morrison Formula$^2$ [113]. The column-pivoted QR decomposition selects top $k$ pivot columns of $Y \in \mathbb{R}^{k \times d}$ to get the index set $S_0$, ensuring that $X_0 = \sum_{j \in S_0} y_j y_j^T$ is non-singular.

**Algorithm 10** Greedy algorithm for D-optimal experiment design

**Input:** design vectors $\{y_j\}_{j=1}^d$ in which $y_j \in \mathbb{R}^k$; maximum number of selected configurations $l$; initial set of configurations $S_0 \subseteq [d]$, s.t. $X_0 = \sum_{j \in S_0} y_j y_j^T$ is non-singular

**Output:** the selected set of designs $S \subseteq [d]$

```markdown
1. $S \leftarrow S_0$
2. while $|S| \leq l$
   1. $i \leftarrow \text{argmax}_{j \in [d] \setminus S} y_j^T X_i^{-1} y_j$
   2. $S \leftarrow S \cup \{i\}$
   3. $X_{i+1} \leftarrow X_i + y_i y_i^T$
3. end while
```

The convexification approach empirically works because most entries of the optimal solution $v^*$ are close to either 0 or 1. The histogram in Figure C.1 shows an example when we use rank $k = 5$ to factorize the entire error matrix and set $l = 20$.

In terms of solution quality, the relative error plot in Figure C.1 shows that the greedy approach consistently outperforms in terms of the relative matrix completion error for each dataset in ED-MF solutions. Since the greedy approach is also more than $10 \times$ faster than convexification (implemented by `scipy`), we use the greedy approach throughout all experiments for the rest of this work.

---

$^1$The Matrix Determinant Lemma states that for any invertible matrix $A \in \mathbb{R}^{k \times k}$ and $a, b \in \mathbb{R}^k$, $\det(A + ab^T) = \det(A)(1 + b^T A^{-1} a)$. Thus $\arg\max_{j \in [d] \setminus S} \det(X_i + y_j y_j^T) = \arg\max_{j \in [d] \setminus S} y_j^T X_i^{-1} y_j$.

$^2$The Sherman-Morrison Formula states that for any invertible matrix $A \in \mathbb{R}^{k \times k}$ and $a, b \in \mathbb{R}^k$, $(A + ab^T)^{-1} = A^{-1} - \frac{A^{-1} ab^T A^{-1}}{1 + b^T A^{-1} a}$. 

---

113
Figure C.1: Convexification vs greedy for ED.

C.4 Information to hardware design

Among all 87 datasets (each has its own error-memory tradeoff), the promising configurations that we identify among all 99 configurations are as below (number of sign bits - number of exponent bits - number of mantissa bits).

- Format A: 1-4-1, Format B: 1-6-7 (appears on 60 out of 87 Pareto frontiers)
- Format A: 1-4-1, Format B: 1-7-7 (appears on 33 out of 87 Pareto frontiers)
- Format A: 1-3-1, Format B: 1-7-7 (appears on 30 out of 87 Pareto frontiers)
- Format A: 1-4-2, Format B: 1-6-7 (appears on 24 out of 87 Pareto frontiers)
- Format A: 1-5-2, Format B: 1-6-7 (appears on 21 out of 87 Pareto frontiers)

C.5 More details on experiments

We first show the plot of explained variances of top principal components in Figure C.2: how much variance in our data do the first several principal components account for [16]. This quantity is computed by the ratio of sum of squares
of the first $k$ singular values to that of all singular values. In Figure C.2, we vary $k$ from 1 to 30, corresponding to the decay of singular values shown in Figure 4.4(b). We can see the first singular value already accounts for 99.0% of the total variance, and the first two singular values account for more than 99.5%. This means we can pick a small rank for PCA in meta-training and still keep the most information in our meta-training data.

We use the ratio of incorrectly classified images as our error metric. Figure C.3 shows histograms of error and memory values in our error and memory matrices from evaluating 99 configurations on 87 datasets. The vertical dashed lines show the respective medians: 0.78 for test error and 816MB for memory. We can see both the test error and memory values span a wide range. The errors come from training a wide range of low-precision configurations with optimization hyperparameters not fine-tuned, and are thus larger than SOTA results. In Section 4.4.3 of the main paper and Section C.5.4 here, we show that training for a larger number of epochs and with some other optimization hyperparameters yield the same error-memory tradeoff as Figure 4.1(a) in the main paper.

In meta-LOOCV settings with a meta-test memory cap at the median memory 816MB, Figure C.4 shows a histogram of number of feasible configurations on each of the 87 datasets. There are “cheap” (resolution 32) datasets on which
each of the 99 configurations takes less than the cap, and “expensive” (resolution 64) datasets on which the feasible configurations are far less than 99.

C.5.1 Introduction to RANDOM-MF, QR-MF and BO

- **Random selection with matrix factorization (RANDOM-MF).** Same as ED-MF, RANDOM-MF predicts the unevaluated configurations by linear regression, except that it selects the configurations to evaluate by random sampling.

- **QR decomposition with column pivoting and matrix factorization (QR-MF).** QR-MF first selects the configurations to evaluate by QR decomposition with column pivoting: $EP = QR$, in which the permutation matrix $P$ gives the most informative configurations. Then it predicts unevaluated configurations in the same way as ED-MF and RANDOM-MF.

- **Bayesian optimization (BO).** Bayesian optimization is a sequential decision making framework that learns and optimizes a black-box function by incrementally building surrogate models and choosing new measurements [45]. It works best for black-box functions that are expensive to eval-
Figure C.5: Pareto frontier estimation performance in PEPPP meta-training with non-uniform sampling of configurations. The violins and scatters have the same meaning as Figure 4.7. The x axis measures the memory usage relative to exhaustive search.

Figure C.5: Pareto frontier estimation performance in PEPPP meta-training with non-uniform sampling of configurations. The violins and scatters have the same meaning as Figure 4.7. The x axis measures the memory usage relative to exhaustive search.

uate and lack special structures or derivatives. We compare ED-MF with two BO techniques. The first technique, BO-MF, applies BO to the function \( f_1 : \mathbb{R}^k \rightarrow \mathbb{R} \) that maps low-dimensional configuration embeddings \( \{Y_{\cdot,j}\}_{j=1}^d \) to the test errors of the configurations on the meta-test dataset \( \{e_{\cdot,j}^{\text{new}}\}_{j=1}^d \) [46]. The embeddings come from the same low-rank factorization of the error matrix \( E \) as in ED-MF. The second, BO-FULL, applies BO to the function \( f_2 : \mathbb{R}^n \rightarrow \mathbb{R} \) that directly maps columns of the error matrix \( \{E_{\cdot,j}\}_{j=1}^d \) to \( \{e_{j}^{\text{new}}\}_{j=1}^d \). To learn either of these black-box functions, we start by evaluating a subset of configurations \( S \subseteq [d] \) and then incrementally select new configurations that maximize the expected improvement [94, 69].

### C.5.2 Additional meta-training results: non-uniform sampling

In non-uniform sampling, we sample each entry of the error matrix \( E \) with probabilities \( P_{ij} = \sigma(1/W_{ij}) \), in which \( \sigma \) maps \( 1/W_{ij} \) into an interval \([0, p_{\text{max}}]\) \( \subseteq [0, 1] \) according to the cumulative distribution function of \( 1/W_{ij} \). By varying \( p_{\text{max}} \), we change how we aggressively sample the configurations, how different the

<table>
<thead>
<tr>
<th></th>
<th>CIFAR-10</th>
<th>CIFAR-10</th>
<th>HyperDiff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Error</td>
<td><img src="relativeerror.png" alt="CIFAR-10" /></td>
<td><img src="relativeerror.png" alt="CIFAR-10" /></td>
<td><img src="relativeerror.png" alt="HyperDiff" /></td>
</tr>
<tr>
<td>Convergence</td>
<td><img src="convergence.png" alt="CIFAR-10" /></td>
<td><img src="convergence.png" alt="CIFAR-10" /></td>
<td><img src="convergence.png" alt="HyperDiff" /></td>
</tr>
<tr>
<td>HyperDiff</td>
<td><img src="HyperDiff.png" alt="CIFAR-10" /></td>
<td><img src="HyperDiff.png" alt="CIFAR-10" /></td>
<td><img src="HyperDiff.png" alt="HyperDiff" /></td>
</tr>
</tbody>
</table>
sampling probabilities are between large and small memory configurations, and also the percentage of memory needed. In Figure C.5, we vary $p_{\text{max}}$ from 0.1 to 1 and see that the quality of the estimated Pareto frontier improves with more memory.

C.5.3 Additional meta-LOOCV results

In the main paper, we have shown the performance of Pareto frontier estimates and configuration selection for Setting I and IV. For the rest of the settings in Table 4.1, we conduct meta-LOOCV in the same way and show the results of Pareto frontier estimates in Figure C.6.

**Setting II.** We have the 816MB memory cap for meta-test, and have the full meta-training error matrix in each split.

**Setting III.** We have no memory cap for meta-test, and uniformly sample 20% configurations for meta-training in each split.

**Setting V.** We have no memory cap for meta-test, and non-uniformly sample 20% configurations for meta-training in each split. The sampling method is the same as in meta-training (Figure C.5).

**Setting VI.** We have the 816MB memory cap for meta-test, and non-uniformly sample 20% meta-training configurations in the same way as Setting V above.
Figure C.6: Pareto frontier estimates in meta-LOOCV Setting II (full meta-training error matrix, a 816MB memory cap), Setting III (uniformly sample 20% meta-training measurements, no meta-test memory cap), Setting V (non-uniformly sample 20% meta-training measurements, no meta-test memory cap), and Setting VI (non-uniformly sample 20% meta-training measurements, an 816MB meta-test memory cap). Each error bar is the standard error across datasets. ED-MF is among the best in every setting and under both metrics.

C.5.4 Tuning optimization hyperparameters

Number of epochs

The low-precision networks still underfit after 10 epochs of training. This situation is typical: underfitting due to budget constraints is unfortunately common in deep learning. Luckily, meta-learning the best precision will succeed so long as the validation errors are correctly ordered, even if they all overestimate the error of the corresponding fully trained model. Indeed, our validation errors correlate well with the errors achieved after further training: on CIFAR-10, the Kendall tau correlation between ResNet-18 errors at 10 epochs and 100 epochs is 0.73, shown in Figure C.7. The lowest error at 100 epochs is 9.7%, only ap-
Learning rate

Previously, we have shown that PEPPP can estimate the error-memory tradeoff and select a promising configuration with other hyperparameters fixed. In practice, users may also want to tune hyperparameters like learning rate to achieve the lowest error. Here, we tune learning rate in addition to precision, and show that the methodology can be used in broader settings of hyperparameter tuning.

Figure C.8 shows that the error-memory tradeoff still exists with a fine-
tuned learning rate for each configuration. With the learning rate tuned across \{0.01, 0.001, 0.0001\}, the test errors are in general smaller, but high-memory configurations still achieve lower errors in general. Thus the need to efficiently select a low-precision configuration persists.

Our approach can naturally extend to efficiently selecting optimization and low-precision hyperparameters. We perform the meta-training and meta-LOOCV experiments on a subset of CIFAR-100 partitions with multiple learning rates \{0.01, 0.001, 0.0001\}. The error and memory matrices we use here have 45 rows and 99 columns, respectively. Learning rate and low-precision configuration are collapsed into the same dimension: each row corresponds to a combination of one CIFAR-100 subset and one of the learning rates \{0.01, 0.001, 0.0001\}, as shown in Table C.4. We say that these error and memory matrices are LR-tuned. Figure C.9 shows the LR-tuned error matrix also has a fast singular value decay. The other hyperparameters are the same as in LR-fixed experiments, except that we use batch size 128 and train for 100 epochs. The meta-training and meta-LOOCV results are consistent with those in Sections 4.4.1 and 4.4.2, respectively:

- In meta-training, we first uniformly sample the error matrix and study

![Figure C.9: Singular value decay of the LR-tuned error matrix.](image-url)
Figure C.10: The Pareto frontier estimation performance in meta-training, with uniform sampling of configurations on the LR-tuned error and memory matrices. Similar to Figure 4.7, the violins show the distribution of the performance on individual datasets, and the error bars (blue) show the range. The red error bars show the standard deviation of the error on CIFAR-100 aquatic mammals and learning rate 0.01, across 100 random samples of the error matrix. Figure (a) shows the matrix completion error for each dataset; Figure (b) and (c) show the performance of the Pareto frontier estimates in convergence and HyperDiff.

the performance of matrix completion and Pareto frontier estimation. Figure C.10 shows the matrix completion error and Pareto frontier estimation metrics. Then we do non-uniformly sampling and get Figure C.11, the LR-tuned version of Figure C.5 in the main paper.

• In meta-test, we evaluate settings in Table 4.1 in the main paper. We get the performance of Pareto frontier estimates in Figure C.12, the LR-tuned version of Figure 4.9 in the main paper. ED-MF steadily outperforms.

C.5.5 Learning across architectures

We show that on 10 ImageNet partitions, PEPPP with ED-MF is able to estimate the error-memory tradeoff of the low-precision configurations on of ResNet-34, VGG-11, VGG-13, VGG-16 and VGG-19. The 10 ImageNet partitions have WordNet IDs {n02470899, n01482071, n02022684, n03546340, n07566340,
Figure C.11: The Pareto frontier estimation performance in meta-training, with non-uniform sampling of configurations on the LR-tuned error and memory matrices. The violins and scatters have the same meaning as Figure C.5 in the main paper.

Figure C.12: Pareto frontier estimates in meta-LOOCV settings on the LR-tuned error and memory matrices. Each error bar is the standard error across datasets.

n00019613, n01772222, n03915437, n02489589, n02127808} and are randomly selected from the 50 ImageNet subsets on which we collected the error matrix. On these ImageNet partitions, we use the performance of ResNet-18 as meta-training data, and either the performance of ResNet-18 or VGG variants as meta-test data. In Figure C.13, we can see that ED-MF is steadily among the best in Pareto frontier estimation, and there is no statistical difference between the estimation performance on ResNet-34 and VGG variants.

Next, we compare the performance of the following two cases:

i. Meta-learning across datasets with performance from the same architec-
Figure C.13: Pareto frontier estimates in meta-LOOCV Setting I when learning across architectures: from ResNet-18 to either ResNet-34, or to VGG variants. Each error bar is the standard error across datasets. The x axis measures the memory usage relative to exhaustively searching the permissible configurations. ED-MF consistently picks the configurations that give the best PF estimates.

...
## Table C.1: Datasets

<table>
<thead>
<tr>
<th>index</th>
<th>dataset name</th>
<th>resolution</th>
<th># points</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CIFAR10</td>
<td>32</td>
<td>60000</td>
</tr>
<tr>
<td>2</td>
<td>CIFAR100 (aquatic mammals)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>3</td>
<td>CIFAR100 (fish)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>4</td>
<td>CIFAR100 (flowers)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>5</td>
<td>CIFAR100 (food containers)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>6</td>
<td>CIFAR100 (fruit and vegetables)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>7</td>
<td>CIFAR100 (household electrical devices)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>8</td>
<td>CIFAR100 (household furniture)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>9</td>
<td>CIFAR100 (insects)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>10</td>
<td>CIFAR100 (large carnivores)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>11</td>
<td>CIFAR100 (large man-made outdoor things)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>12</td>
<td>CIFAR100 (large natural outdoor scenes)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>13</td>
<td>CIFAR100 (large omnivores and herbivores)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>14</td>
<td>CIFAR100 (medium-sized mammals)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>15</td>
<td>CIFAR100 (non-insect invertebrates)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>16</td>
<td>CIFAR100 (people)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>17</td>
<td>CIFAR100 (reptiles)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>18</td>
<td>CIFAR100 (small mammals)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>19</td>
<td>CIFAR100 (trees)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>20</td>
<td>CIFAR100 (vehicles 1)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>21</td>
<td>CIFAR100 (vehicles 2)</td>
<td>32</td>
<td>3000</td>
</tr>
<tr>
<td>22</td>
<td>aircraft</td>
<td>64</td>
<td>6667</td>
</tr>
<tr>
<td>23</td>
<td>cub</td>
<td>64</td>
<td>10469</td>
</tr>
<tr>
<td>24</td>
<td>did</td>
<td>64</td>
<td>3570</td>
</tr>
<tr>
<td>25</td>
<td>isic</td>
<td>64</td>
<td>22802</td>
</tr>
<tr>
<td>26</td>
<td>merced</td>
<td>64</td>
<td>1890</td>
</tr>
<tr>
<td>27</td>
<td>scenes</td>
<td>64</td>
<td>14088</td>
</tr>
<tr>
<td>28</td>
<td>ucf101</td>
<td>64</td>
<td>12024</td>
</tr>
<tr>
<td>29</td>
<td>daimlerpedcls</td>
<td>64</td>
<td>29400</td>
</tr>
<tr>
<td>30</td>
<td>gtsrb</td>
<td>64</td>
<td>26640</td>
</tr>
<tr>
<td>31</td>
<td>kather</td>
<td>64</td>
<td>4000</td>
</tr>
<tr>
<td>32</td>
<td>omniglot</td>
<td>64</td>
<td>25968</td>
</tr>
<tr>
<td>33</td>
<td>sylv</td>
<td>64</td>
<td>73257</td>
</tr>
<tr>
<td>34</td>
<td>vgg-flowers</td>
<td>64</td>
<td>2040</td>
</tr>
<tr>
<td>35</td>
<td>bach</td>
<td>64</td>
<td>320</td>
</tr>
<tr>
<td>36</td>
<td>protein atlas</td>
<td>64</td>
<td>12113</td>
</tr>
<tr>
<td>37</td>
<td>minc</td>
<td>64</td>
<td>51750</td>
</tr>
<tr>
<td>38</td>
<td>ImageNet (bag)</td>
<td>64</td>
<td>6519</td>
</tr>
<tr>
<td>39</td>
<td>ImageNet (retriever)</td>
<td>64</td>
<td>6668</td>
</tr>
<tr>
<td>40</td>
<td>ImageNet (domestic cat)</td>
<td>64</td>
<td>6750</td>
</tr>
<tr>
<td>41</td>
<td>ImageNet (stick)</td>
<td>64</td>
<td>6750</td>
</tr>
<tr>
<td>42</td>
<td>ImageNet (tortoise)</td>
<td>64</td>
<td>6750</td>
</tr>
<tr>
<td>43</td>
<td>ImageNet (finch)</td>
<td>64</td>
<td>6750</td>
</tr>
<tr>
<td>44</td>
<td>ImageNet (watchdog)</td>
<td>64</td>
<td>6404</td>
</tr>
<tr>
<td>45</td>
<td>ImageNet (footwear)</td>
<td>64</td>
<td>6587</td>
</tr>
<tr>
<td>46</td>
<td>ImageNet (salamander)</td>
<td>64</td>
<td>6750</td>
</tr>
<tr>
<td>47</td>
<td>ImageNet (anthropoid ape)</td>
<td>64</td>
<td>6750</td>
</tr>
<tr>
<td>48</td>
<td>ImageNet (elasmobranch)</td>
<td>64</td>
<td>6750</td>
</tr>
<tr>
<td>49</td>
<td>ImageNet (shorebird)</td>
<td>64</td>
<td>6750</td>
</tr>
<tr>
<td>50</td>
<td>ImageNet (housing)</td>
<td>64</td>
<td>6605</td>
</tr>
<tr>
<td>51</td>
<td>ImageNet (foodstuff)</td>
<td>64</td>
<td>6750</td>
</tr>
<tr>
<td>52</td>
<td>ImageNet (substance)</td>
<td>64</td>
<td>6643</td>
</tr>
<tr>
<td>53</td>
<td>ImageNet (spider)</td>
<td>64</td>
<td>8100</td>
</tr>
<tr>
<td>54</td>
<td>ImageNet (percussion instrument)</td>
<td>64</td>
<td>8082</td>
</tr>
<tr>
<td>55</td>
<td>ImageNet (New World monkey)</td>
<td>64</td>
<td>8100</td>
</tr>
<tr>
<td>56</td>
<td>ImageNet (big cat)</td>
<td>64</td>
<td>8100</td>
</tr>
<tr>
<td>57</td>
<td>ImageNet (box)</td>
<td>64</td>
<td>7829</td>
</tr>
<tr>
<td>58</td>
<td>ImageNet (fabric)</td>
<td>64</td>
<td>7862</td>
</tr>
<tr>
<td>59</td>
<td>ImageNet (kitchen appliance)</td>
<td>64</td>
<td>7773</td>
</tr>
<tr>
<td>60</td>
<td>ImageNet (mollusk)</td>
<td>64</td>
<td>8100</td>
</tr>
<tr>
<td>61</td>
<td>ImageNet (hand tool)</td>
<td>64</td>
<td>8054</td>
</tr>
<tr>
<td>62</td>
<td>ImageNet (butterfly)</td>
<td>64</td>
<td>8100</td>
</tr>
<tr>
<td>63</td>
<td>ImageNet (stringed instrument)</td>
<td>64</td>
<td>8100</td>
</tr>
<tr>
<td>64</td>
<td>ImageNet (boat)</td>
<td>64</td>
<td>8006</td>
</tr>
<tr>
<td>65</td>
<td>ImageNet (rodent)</td>
<td>64</td>
<td>8006</td>
</tr>
<tr>
<td>66</td>
<td>ImageNet (toiletry)</td>
<td>64</td>
<td>7522</td>
</tr>
<tr>
<td>67</td>
<td>ImageNet (computer)</td>
<td>64</td>
<td>7696</td>
</tr>
<tr>
<td>68</td>
<td>ImageNet (shop)</td>
<td>64</td>
<td>9400</td>
</tr>
<tr>
<td>69</td>
<td>ImageNet (mustelinae mammal)</td>
<td>64</td>
<td>9450</td>
</tr>
<tr>
<td>70</td>
<td>ImageNet (Old World monkey)</td>
<td>64</td>
<td>9450</td>
</tr>
<tr>
<td>71</td>
<td>ImageNet (bottle)</td>
<td>64</td>
<td>9205</td>
</tr>
<tr>
<td>72</td>
<td>ImageNet (fangoos)</td>
<td>64</td>
<td>9450</td>
</tr>
<tr>
<td>73</td>
<td>ImageNet (truck)</td>
<td>64</td>
<td>9309</td>
</tr>
<tr>
<td>74</td>
<td>ImageNet (spaniel)</td>
<td>64</td>
<td>9119</td>
</tr>
<tr>
<td>75</td>
<td>ImageNet (sports equipment)</td>
<td>64</td>
<td>9450</td>
</tr>
<tr>
<td>76</td>
<td>ImageNet (game bird)</td>
<td>64</td>
<td>9450</td>
</tr>
<tr>
<td>77</td>
<td>ImageNet (seat)</td>
<td>64</td>
<td>9126</td>
</tr>
<tr>
<td>78</td>
<td>ImageNet (fruit)</td>
<td>64</td>
<td>9450</td>
</tr>
<tr>
<td>79</td>
<td>ImageNet (weapon)</td>
<td>64</td>
<td>9450</td>
</tr>
<tr>
<td>80</td>
<td>ImageNet (bettle)</td>
<td>64</td>
<td>10880</td>
</tr>
<tr>
<td>81</td>
<td>ImageNet (toy dog)</td>
<td>64</td>
<td>9832</td>
</tr>
<tr>
<td>82</td>
<td>ImageNet (decaped crustacean)</td>
<td>64</td>
<td>10880</td>
</tr>
<tr>
<td>83</td>
<td>ImageNet (fastener)</td>
<td>64</td>
<td>10675</td>
</tr>
<tr>
<td>84</td>
<td>ImageNet (timepiece)</td>
<td>64</td>
<td>10164</td>
</tr>
<tr>
<td>85</td>
<td>ImageNet (dish)</td>
<td>64</td>
<td>10556</td>
</tr>
<tr>
<td>86</td>
<td>ImageNet (mechanical device)</td>
<td>64</td>
<td>10817</td>
</tr>
<tr>
<td>87</td>
<td>ImageNet (colubrid snake)</td>
<td>64</td>
<td>12150</td>
</tr>
</tbody>
</table>
Figure C.14: Benefit of meta-learning across architectures. Each error bar is the standard error across architecture-dataset combinations (e.g., ResNet-18 + n02470899 is a combination). The x axis measures the memory usage relative to exhaustively searching the permissible configurations.
Table C.2: Format A
(for activations and weights)

<table>
<thead>
<tr>
<th>index</th>
<th># exponent bits</th>
<th># mantissa Bits</th>
<th>total bit width</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>3</td>
<td>12</td>
</tr>
</tbody>
</table>

Table C.3: Format B (for optimizer)

<table>
<thead>
<tr>
<th>index</th>
<th># exponent bits</th>
<th># mantissa Bits</th>
<th>total bit width</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>11</td>
<td>18</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>11</td>
<td>19</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>7</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>9</td>
<td>17</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>11</td>
<td>20</td>
</tr>
</tbody>
</table>

Table C.4: Datasets and learning rates
in Section 4.4.3

<table>
<thead>
<tr>
<th>index</th>
<th>dataset name</th>
<th>learning rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CIFAR100 (aquatic mammals)</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>CIFAR100 (fish)</td>
<td>0.01</td>
</tr>
<tr>
<td>3</td>
<td>CIFAR100 (flowers)</td>
<td>0.01</td>
</tr>
<tr>
<td>4</td>
<td>CIFAR100 (food containers)</td>
<td>0.01</td>
</tr>
<tr>
<td>5</td>
<td>CIFAR100 (fruit and vegetables)</td>
<td>0.01</td>
</tr>
<tr>
<td>6</td>
<td>CIFAR100 (household electrical devices)</td>
<td>0.01</td>
</tr>
<tr>
<td>7</td>
<td>CIFAR100 (household furniture)</td>
<td>0.01</td>
</tr>
<tr>
<td>8</td>
<td>CIFAR100 (insects)</td>
<td>0.01</td>
</tr>
<tr>
<td>9</td>
<td>CIFAR100 (large carnivores)</td>
<td>0.01</td>
</tr>
<tr>
<td>10</td>
<td>CIFAR100 (large man-made outdoor things)</td>
<td>0.01</td>
</tr>
<tr>
<td>11</td>
<td>CIFAR100 (large natural outdoor scenes)</td>
<td>0.01</td>
</tr>
<tr>
<td>12</td>
<td>CIFAR100 (large omnivores and herbivores)</td>
<td>0.01</td>
</tr>
<tr>
<td>13</td>
<td>CIFAR100 (medium-sized mammals)</td>
<td>0.01</td>
</tr>
<tr>
<td>14</td>
<td>CIFAR100 (non-insect invertebrates)</td>
<td>0.01</td>
</tr>
<tr>
<td>15</td>
<td>CIFAR100 (people)</td>
<td>0.01</td>
</tr>
<tr>
<td>16</td>
<td>CIFAR100 (reptiles)</td>
<td>0.01</td>
</tr>
<tr>
<td>17</td>
<td>CIFAR100 (aquatic mammals)</td>
<td>0.001</td>
</tr>
<tr>
<td>18</td>
<td>CIFAR100 (fish)</td>
<td>0.001</td>
</tr>
<tr>
<td>19</td>
<td>CIFAR100 (flowers)</td>
<td>0.001</td>
</tr>
<tr>
<td>20</td>
<td>CIFAR100 (food containers)</td>
<td>0.001</td>
</tr>
<tr>
<td>21</td>
<td>CIFAR100 (fruit and vegetables)</td>
<td>0.001</td>
</tr>
<tr>
<td>22</td>
<td>CIFAR100 (household electrical devices)</td>
<td>0.001</td>
</tr>
<tr>
<td>23</td>
<td>CIFAR100 (household furniture)</td>
<td>0.001</td>
</tr>
<tr>
<td>24</td>
<td>CIFAR100 (insects)</td>
<td>0.001</td>
</tr>
<tr>
<td>25</td>
<td>CIFAR100 (large carnivores)</td>
<td>0.001</td>
</tr>
<tr>
<td>26</td>
<td>CIFAR100 (large man-made outdoor things)</td>
<td>0.001</td>
</tr>
<tr>
<td>27</td>
<td>CIFAR100 (large natural outdoor scenes)</td>
<td>0.001</td>
</tr>
<tr>
<td>28</td>
<td>CIFAR100 (large omnivores and herbivores)</td>
<td>0.001</td>
</tr>
<tr>
<td>29</td>
<td>CIFAR100 (medium-sized mammals)</td>
<td>0.001</td>
</tr>
<tr>
<td>30</td>
<td>CIFAR100 (non-insect invertebrates)</td>
<td>0.001</td>
</tr>
<tr>
<td>31</td>
<td>CIFAR100 (people)</td>
<td>0.001</td>
</tr>
<tr>
<td>32</td>
<td>CIFAR100 (reptiles)</td>
<td>0.001</td>
</tr>
<tr>
<td>33</td>
<td>CIFAR100 (aquatic mammals)</td>
<td>0.0001</td>
</tr>
<tr>
<td>34</td>
<td>CIFAR100 (fish)</td>
<td>0.0001</td>
</tr>
<tr>
<td>35</td>
<td>CIFAR100 (flowers)</td>
<td>0.0001</td>
</tr>
<tr>
<td>36</td>
<td>CIFAR100 (food containers)</td>
<td>0.0001</td>
</tr>
<tr>
<td>37</td>
<td>CIFAR100 (fruit and vegetables)</td>
<td>0.0001</td>
</tr>
<tr>
<td>38</td>
<td>CIFAR100 (household electrical devices)</td>
<td>0.0001</td>
</tr>
<tr>
<td>39</td>
<td>CIFAR100 (household furniture)</td>
<td>0.0001</td>
</tr>
<tr>
<td>40</td>
<td>CIFAR100 (insects)</td>
<td>0.0001</td>
</tr>
<tr>
<td>41</td>
<td>CIFAR100 (large carnivores)</td>
<td>0.0001</td>
</tr>
<tr>
<td>42</td>
<td>CIFAR100 (large man-made outdoor things)</td>
<td>0.0001</td>
</tr>
<tr>
<td>43</td>
<td>CIFAR100 (large natural outdoor scenes)</td>
<td>0.0001</td>
</tr>
<tr>
<td>44</td>
<td>CIFAR100 (large omnivores and herbivores)</td>
<td>0.0001</td>
</tr>
<tr>
<td>45</td>
<td>CIFAR100 (medium-sized mammals)</td>
<td>0.0001</td>
</tr>
</tbody>
</table>
APPENDIX D
APPENDIX FOR TABNAS

D.1 Algorithm pseudocode

We show pseudocode of the algorithms introduced in Section 4.2.

**Algorithm 11 (Resource-Oblivious) One-Shot Training and REINFORCE**

**Input:** search space $S$, weight learning rate $\alpha$, RL learning rate $\eta$

**Output:** sampling probabilities $\{p_{ij}\}_{i \in [L], j \in [C_i]}$

1. initialize logits $\ell_{ij} \leftarrow 0$, $\forall i \in [L], j \in [C_i]$
2. initialize quality reward moving average $\bar{Q} \leftarrow 0$
3. layer warmup
4. for iter = 1 to max_iter do
5.   $p_{ij} \leftarrow \exp(\ell_{ij}) / \sum_{j \in [C_i]} \exp(\ell_{ij}), \forall i \in [L], j \in [C_i]$
   $\n$   $\triangleright$ weight update
7.   for $i = 1$ to $L$ do
8.     $x_i \leftarrow$ the $i$-th layer size sampled from $\{s_{ij}\}_{j \in [C_i]}$ with distribution $\{p_{ij}\}_{j \in [C_i]}$
9.   end for
10.  $\text{loss}(x) \leftarrow$ the (training) loss of $x = x_1 \cdots x_L$ on the training set
11.  $w \leftarrow w - \alpha \nabla \text{loss}(x)$, in which $w$ is the weights of $x$ $\triangleright$ can be replaced with optimizers other than SGD
12.  $\triangleright$ RL update
13.  for $i = 1$ to $L$ do
14.     $y_i \leftarrow$ the $i$-th layer size sampled from $\{s_{ij}\}_{j \in [C_i]}$ with distribution $\{p_{ij}\}_{j \in [C_i]}$
15.   end for
16.  $Q(y) \leftarrow 1 - \text{loss}(y)$, the quality reward of $y = y_1 \cdots y_L$ on the validation set
17.  RL reward $r(y) \leftarrow Q(y)$ $\triangleright$ can be replaced with resource-aware rewards introduced in Section 5.3.3
18.  $J(y) \leftarrow \text{stop\_grad}(r(y) - \bar{Q}) \log P(y)$ $\triangleright$ can be replaced with Algorithm 12 when resource-constrained
19.  $\ell_{ij} \leftarrow \ell_{ij} + \eta \nabla J(y), \forall i \in [L], j \in [C_i]$ $\triangleright$ can be replaced with optimizers other than SGD
20.  $\bar{Q} \leftarrow \frac{\gamma \bar{Q} + (1 - \gamma) Q(y)}{\gamma + 1 - \gamma}$ $\triangleright$ update moving average with $\gamma = 0.9$
Algorithm 12 Rejection with Monte-Carlo (MC) Sampling

1 \textbf{Input:} number of MC samples $N$, feasible set $V$, MC proposal distribution $q$, quality reward moving average $\bar{Q}$, sampled architecture for RL in the current step $y = y_1 - y_2 - \cdots - y_L$, current layer size distribution over $\{s_{ij}\}_{j \in \{C_i\}}$ with probability $\{p_{ij}\}_{j \in \{C_i\}}$

2 \textbf{Output:} $J(y)$

3 if $y$ is feasible then
4 \hspace{1em} $Q(y) =$ the quality reward of $y$
5 \hspace{1em} $P(y) := \prod_{i \in [L]} P(Y_i = y_i)$
6 \hspace{1em} for $i = 1$ to $L$ do
7 \hspace{1em} \hspace{1em} $\{z_{i}^{(k)}\}_{k \in [N]} \leftarrow N$ samples of the $i$-th layer size, sampled from $\{s_{ij}\}_{j \in \{C_i\}}$ with distribution $\{p_{ij}\}_{j \in \{C_i\}}$
8 \hspace{1em} \hspace{1em} end for
9 \hspace{1em} $p_i^{(k)} := P(Z_i = z_i^{(k)}), \forall i \in [L], k \in [N]$
10 \hspace{1em} $p^{(k)} := \prod_{i \in [L]} p_i^{(k)}, \forall k \in [N]$
11 \hspace{1em} $P(V) \leftarrow \frac{1}{N} \sum_{k \in [N], z^{(k)} \in V} p^{(k)}$, in which $z^{(k)} := z_1^{(k)} - \cdots - z_L^{(k)}$
12 \hspace{1em} $J(y) \leftarrow \text{stop} \cdot \text{grad}(Q(y) - \bar{Q}) \log \frac{P(y)}{P(V)}$
13 else
14 \hspace{1em} $J(y) \leftarrow 0$
15 end if

Figure D.1: Illustration of the feasible set $V$ within the search space $S$. Each green diamond or orange dot denotes a feasible or infeasible architecture, respectively.
Algorithm 13 Sample to Return the Final Architecture

1. **Input:** sampling probabilities \( \{p_{ij}\}_{i \in [L], j \in [C_i]} \) returned by Algorithm 11, number of desired architectures \( n \), number of samples to draw \( m \)
2. **Output:** the set of \( n \) selected architectures \( A \)
3. **for** \( i = 1 \) to \( L \) **do**
   4. \( \{x_i^{(k)}\}_{k \in [m]} \leftarrow m \) samples of the \( i \)-th layer size, sampled from \( \{s_{ij}\}_{j \in [C_i]} \) with distribution \( \{p_{ij}\}_{j \in [C_i]} \)
5. **end for**
6. \( F := \{k \in [m] \mid x_1^{(k)} - x_2^{(k)} - \cdots - x_L^{(k)} \in V\} \)
7. \( A \leftarrow n \) unique architectures in \( F \) with largest numbers of parameters

Notice that in Algorithm 11, we show the weight and RL updates with the stochastic gradient descent (SGD) algorithm; in our experiments on the toy example and real datasets, we use Adam for both updates as in ProxylessNAS [20] and TuNAS [11], since it synchronizes convergence across different layer size choices, and slows down the learning which would otherwise converge too rapidly.

**D.2 Details of experiment setup**

**D.2.1 Toy example**

We use the Adam optimizer with \( \beta_1 = 0.9, \beta_2 = 0.999 \) and \( \epsilon = 0.001 \) to update the logits. When we use the Abs Reward, the results are similar when \( \eta \geq 0.05 \), while the RL controller with \( \eta < 0.05 \) converges too slow or is hard to converge. When we use the rejection-based reward, we use RL learning rate \( \eta = 0.1 \); other \( \eta \) values with which RL converges give similar results.
D.2.2 Real datasets

Table D.1 shows the datasets we use. Datasets other than Criteo come from the OpenML dataset repository [130]. For Criteo, we randomly split the labeled part (45,840,617 points) into 90% training (41,258,185 points) and 10% validation (4,582,432 points); for the other datasets, we randomly split into 80% training and 20% validation. The representations we use for Criteo are inspired by DCN-V2 [134].

Table D.1: Dataset details

<table>
<thead>
<tr>
<th>name</th>
<th># points</th>
<th># features</th>
<th># classes</th>
<th>embedding we use for each feature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>numerical</td>
<td>categorical</td>
<td></td>
</tr>
<tr>
<td>Criteo</td>
<td>51,882,752</td>
<td>13</td>
<td>26</td>
<td>original values for each numerical, 39-dimensional for each categorical</td>
</tr>
<tr>
<td>Volkert</td>
<td>58,310</td>
<td>180</td>
<td>0</td>
<td>10 original values</td>
</tr>
<tr>
<td>Aloi</td>
<td>108,000</td>
<td>128</td>
<td>0</td>
<td>1,000 original values</td>
</tr>
<tr>
<td>Connect-4</td>
<td>67,557</td>
<td>0</td>
<td>42</td>
<td>3</td>
</tr>
<tr>
<td>Higgs</td>
<td>98,050</td>
<td>28</td>
<td>0</td>
<td>2-dimensional for each categorical</td>
</tr>
</tbody>
</table>

Table D.2 shows the hyperparameters we use for stand-alone training and NAS, found by grid search. With these hyperparameters, the best architecture in each of our search spaces (introduced in Appendix D.2.2) has performance that is within ±5% of the best performance in [70] Table 2, and we achieve these scores with FFNs that only have 5% parameters of the ones there. The Adam optimizer has hyperparameters $\beta_1 = 0.9, \beta_2 = 0.999$ and $\epsilon = 0.001$. We use layer normalization [5] for all datasets. We use balanced error (weighted average of classification errors across classes) for all other datasets as in [70], except for

---

1 The ranking of validation losses among architectures under such splits is almost the same as that of test losses under 60%-20%-20% training-validation-test splits.

2 The performance ranking of architectures under the balanced error metric is almost the same as under logistic loss. Also, the balanced error metric is only for reporting the final vali-
Criteo, on which we use logistic loss as in [134].

Table D.2: Weight training hyperparameter details

<table>
<thead>
<tr>
<th>name</th>
<th>batch size</th>
<th>learning rate</th>
<th>learning rate schedule</th>
<th>optimizer</th>
<th># training epochs</th>
<th>metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criteo</td>
<td>512</td>
<td>0.002</td>
<td>cosine decay</td>
<td>Adam</td>
<td>60</td>
<td>log loss</td>
</tr>
<tr>
<td>Volkert</td>
<td>32</td>
<td>0.01</td>
<td>constant</td>
<td>SGD with momentum 0.9</td>
<td>120</td>
<td>balanced error</td>
</tr>
<tr>
<td>Aloi</td>
<td>128</td>
<td>0.0005</td>
<td>constant</td>
<td>Adam</td>
<td>50</td>
<td>balanced error</td>
</tr>
<tr>
<td>Connect-4</td>
<td>32</td>
<td>0.0005</td>
<td>cosine decay</td>
<td>Adam</td>
<td>60</td>
<td>balanced error</td>
</tr>
<tr>
<td>Higgs</td>
<td>64</td>
<td>0.05</td>
<td>constant</td>
<td>SGD</td>
<td>60</td>
<td>balanced error</td>
</tr>
</tbody>
</table>

We use constant RL learning rates for NAS. The Connect-4\(^3\) and Higgs\(^4\) datasets are easy for both the Abs Reward and rejection-based reward, in the sense that small FFNs with fewer than 5,000 parameters can achieve near-SOTA results (±5% of the best accuracy scores listed in [70] Table 2, except that we do 80%-20% training-validation splits and use original instead of standardized features), and RL-based weight-sharing NAS with either reward can find architectures that match the Pareto-optimal reference architectures. The Aloi dataset\(^5\) needs more parameters (more than 100k), but the other observations are similar to on Connect-4 and Higgs. Thus we omit the corresponding results.

The factorized search spaces we use for NAS are:

- **Criteo**: Each layer has 20 choices \{8, 16, 24, 32, 48, 64, 80, 96, 112, 128, 144, 160, 176, 192, 208, 224, 240, 256, 384, 512\}.
- **Volkert, 4-layer networks**: Each layer has 20 choices \{8, 16, 24, 32, 48, 64, 80, 96, 112, 128, 144, 160, 176, 192, 208, 224, 240, 256, 384, 512\}.

\(^3\)https://www.openml.org/d/40668  
\(^4\)https://www.openml.org/d/23512  
\(^5\)https://www.openml.org/d/42396
• Volkert, 9-layer networks: Each layer has 12 choices \{8, 16, 24, 32, 48, 64, 80, 96, 112, 128, 144, 160\}. This search space has fewer choices for each hidden layer than the 4-layer counterpart, but the size of the search space is over \(3 \times 10^4\) times larger.

**More Details on the Tradeoff Plot (Figure 5.3)**

Each search space we use for exhaustive search and NAS has a fixed number of hidden layers. Resource-constrained NAS in a search space with varying number of hidden layers is an interesting problem for future studies. On each dataset, we randomly sample, train and evaluate architectures in the search space with the number of parameters fall within a range, in which there is a clear tradeoff between loss and number of parameters. These ranges are:

- Criteo: 0 – 200,000
- Volkert, 4-layer networks: 15,000 – 50,000
- Volkert, 9-layer networks: 40,000 – 100,000

Figure D.2 shows the tradeoffs between loss and number of parameters in these search spaces. When training each architecture 5 times, the standard deviation (std) across different runs is 0.0002 for Criteo and 0.004 for Volkert, meaning that the architectures whose performance difference is larger than \(2 \times \text{std}\) are qualitatively different with high probability. We use Pareto-optimal architectures as the reference of resource-constrained NAS: we want an architecture that both matches (or even beats\(^6\)) the performance of the reference architecture and

\(^6\)Note that the Pareto optimality of the reference architecture is determined by only one round of random search. Thus because of the randomness across multiple training runs, the other architectures are likely to beat the reference architecture: a “regression toward the mean”.
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Figure D.2: Tradeoffs between validation loss and number of parameters in four search spaces.

(a) Tradeoff on Criteo, in 4 layer search space

(b) Tradeoff on Criteo, in 5 layer search space

(c) Tradeoff on Volkert, in 4 layer search space

(d) Tradeoff on Volkert, in 9 layer search space

has no more parameters than the reference. Most Pareto-optimal architectures in Figure D.2 have the bottleneck structure; Table D.3 shows some examples.

More Details on TPU Implementation

When we run one-shot NAS on a TPU that has multiple TPU cores (for example, each Cloud TPU-v2 we use has 8 cores), each core samples an architecture independently, and we use the average loss and reward for weight and RL updates, respectively. This means our algorithm actually samples multiple architectures in each iteration and uses the \texttt{tensorflow.tpu.cross_replica_sum()} method to compute their average effect on the gradient. Since only a fraction of architectures are feasible in each search space, we set the losses and rewards given by the infeasible architectures to 0 before averaging, so that we are equivalently only averaging across the sampled architectures that are fea-
Table D.3: Some Pareto-optimal architectures in Figure D.2. All architectures shown here and almost all other Pareto-optimal architectures have the bottleneck structure.

<table>
<thead>
<tr>
<th>search space</th>
<th>Pareto-optimal architecture</th>
<th>number of parameters</th>
<th>loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure D.2(a)</td>
<td>Criteo 4-layer</td>
<td>32-144-24-112</td>
<td>44,041</td>
</tr>
<tr>
<td>Figure D.2(a)</td>
<td>Criteo 4-layer</td>
<td>48-112-8-80</td>
<td>56,537</td>
</tr>
<tr>
<td>Figure D.2(a)</td>
<td>Criteo 4-layer</td>
<td>48-384-16-176</td>
<td>77,489</td>
</tr>
<tr>
<td>Figure D.2(a)</td>
<td>Criteo 4-layer</td>
<td>96-144-32-240</td>
<td>125,457</td>
</tr>
<tr>
<td>Figure D.2(a)</td>
<td>Criteo 4-layer</td>
<td>96-384-48-16</td>
<td>155,217</td>
</tr>
<tr>
<td>Figure D.2(b)</td>
<td>Criteo 5-layer</td>
<td>32-240-16-8-96</td>
<td>45,769</td>
</tr>
<tr>
<td>Figure D.2(b)</td>
<td>Criteo 5-layer</td>
<td>48-128-64-16-128</td>
<td>67,217</td>
</tr>
<tr>
<td>Figure D.2(b)</td>
<td>Criteo 5-layer</td>
<td>48-256-16-8-384</td>
<td>69,977</td>
</tr>
<tr>
<td>Figure D.2(b)</td>
<td>Criteo 5-layer</td>
<td>64-144-48-96-160</td>
<td>102,497</td>
</tr>
<tr>
<td>Figure D.2(b)</td>
<td>Criteo 5-layer</td>
<td>96-512-24-256-48</td>
<td>179,449</td>
</tr>
<tr>
<td>Figure D.2(c)</td>
<td>Volkert 4-layer</td>
<td>48-112-16-24</td>
<td>16,642</td>
</tr>
<tr>
<td>Figure D.2(c)</td>
<td>Volkert 4-layer</td>
<td>32-112-24-224</td>
<td>20,050</td>
</tr>
<tr>
<td>Figure D.2(c)</td>
<td>Volkert 4-layer</td>
<td>48-160-32-144</td>
<td>27,882</td>
</tr>
<tr>
<td>Figure D.2(c)</td>
<td>Volkert 4-layer</td>
<td>48-256-24-112</td>
<td>31,330</td>
</tr>
<tr>
<td>Figure D.2(c)</td>
<td>Volkert 4-layer</td>
<td>80-208-32-64</td>
<td>40,778</td>
</tr>
<tr>
<td>Figure D.2(d)</td>
<td>Volkert 9-layer</td>
<td>64-64-160-48-16-144-16-8-48</td>
<td>40,482</td>
</tr>
<tr>
<td>Figure D.2(d)</td>
<td>Volkert 9-layer</td>
<td>80-144-32-112-32-8-128-8-144</td>
<td>43,290</td>
</tr>
<tr>
<td>Figure D.2(d)</td>
<td>Volkert 9-layer</td>
<td>112-144-32-24-24-24-24-24-128-32</td>
<td>51,890</td>
</tr>
<tr>
<td>Figure D.2(d)</td>
<td>Volkert 9-layer</td>
<td>144-128-112-16-16-16-16-48-144-24-160</td>
<td>78,114</td>
</tr>
<tr>
<td>Figure D.2(d)</td>
<td>Volkert 9-layer</td>
<td>160-144-144-32-112-32-48-32-144</td>
<td>94,330</td>
</tr>
</tbody>
</table>

We then reweight the average loss or reward with number_of_cores / number_of_feasible_architectures to obtain an unbiased estimate.

**More Details on the NAS Method Comparison Plot (Figure 5.2)**

For each architecture below, we report its number of parameters and mean ± std logistic loss across 5 stand-alone training runs in brackets.

We have the reference architecture 32-144-24 (41,153 parameters, 0.4454 ± 0.0003) for NAS methods to match. In the search space with $20^3 = 8000$ candidate architectures:
• TabNAS trials with no fewer than 2,048 Monte-Carlo samples and the RL learning rate $\eta$ among \{0.001, 0.005, 0.01\} consistently finds either the reference architecture itself, or an architecture that is qualitatively the same as the reference, like 32-112-32 (40,241 parameters, 0.4456 ± 0.0003).

• NAS with the Abs Reward: After grid search over RL learning rate $\eta$ (among \{0.0001, 0.0005, 0.001, 0.005, 0.01, 0.015, 0.02, 0.025, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.75, 1.0, 1.5, 2.0\}) and $\beta$ (among \{-0.0005, -0.001, -0.005, -0.01, -0.05, -0.1, -0.5, -0.75, -1.0, -1.25, -1.5, -2.0, -3.0\}), the RL controller finds 32-64-96 (41,345 parameters, 0.4461 ± 0.0003) or 32-80-64 (40,785 parameters, 0.4459 ± 0.0002) among over 90% trials that eventually find an architecture within ±5% of the target number of parameters 41,153.

D.2.3 Difficulty in using the MnasNet reward

With the MnasNet reward, only fewer than 1% NAS trials in our hyperparameter grid search (the ones with a medium $\beta$) can find an architecture whose number of parameters is within ±5% of the reference, and among which none or only one (out of tens) can match the reference performance. In contrast, TuNAS with the Abs Reward finds an architecture with number of parameters within ±5% of the reference among over 50% of the grid search trials described in Appendix D.2.2, and TabNAS with the rejection-based reward consistently finds such architectures at medium RL learning rates $\eta$ and decently large numbers of MC samples $N$. This means it is significantly more difficult to use the MnasNet reward than competing approaches in the practice of resource-constrained tabular NAS.
D.3 More failure cases of the Abs Reward

For each architecture below, we report its number of parameters and mean ± std loss across 5 stand-alone training runs (logistic loss for Criteo, balanced error for the others) in brackets.

On Criteo, in the 4-layer search space. We have the reference architecture 48-128-16-112 (59,697 parameters, 0.4451 ± 0.0002) for NAS to match in the search space (shown as Figure D.2(a)). Similar to Figure 5.2, we show similar results on NAS with rejection-based reward (TabNAS) and NAS with the Abs Reward (TuNAS) in Figure D.3(a). In the search space with $20^4 = 1.6 \times 10^5$ candidate architectures:

- TabNAS with 32,768 Monte-Carlo samples and RL learning rate $\eta$ among {0.001, 0.005, 0.01} consistently finds architectures qualitatively the same as the reference. Example results include 48-128-24-32 (59,545 parameters, 0.4449 ± 0.0002), 48-144-16-48 (59,585 parameters, 0.4448 ± 0.0001), 48-112-16-144 (59,233 parameters, 0.4448 ± 0.0002) and the reference architecture itself.

- NAS with the Abs Reward successfully finds the reference architecture 48-128-16-112 in 3 out of 338 hyperparameter settings on a $\beta$-$\eta$ grid. Other found architectures include 48-80-32-112 (59,665 parameters, 0.4452 ± 0.0002), 32-128-80-144 (59,249 parameters, 0.4453 ± 0.0003) and 48-160-8-48 (58,953 parameters, 0.4448 ± 0.0003), among which the first two are inferior to the TabNAS-found counterparts.

On Criteo, in the 5-layer search space. We have the reference architecture 48-240-24-256-8 (75,353 parameters, 0.4448 ± 0.0002) for NAS methods to match in
the search space (shown as Figure D.2(b)). Similar to Figure 5.2, we have similar results on the comparison among random sampling, NAS with rejection-based reward (TabNAS), and NAS with the Abs Reward as Figure D.3(b). In the search space with $20^5 = 3.2 \times 10^6$ candidate architectures:

- TabNAS with 32,768 Monte-Carlo samples and the RL learning rate $\eta = 0.005$ consistently finds architectures qualitatively the same as the reference. Example results include 48-176-64-16-256 (74,945 parameters, 0.4445 ± 0.0002), 48-208-48-48-64 (75,121 parameters, 0.4444 ± 0.0001), 48-256-32-80-24 (74,721 parameters, 0.4446 ± 0.0003) and 48-176-80-16-96 (75,153 parameters, 0.4445 ± 0.0002).
- NAS with the Abs Reward finds 64-80-48-8-8 (75,353 parameters, 0.4448 ± 0.0001), 64-80-24-16-112 (75,353 parameters, 0.4447 ± 0.0001), 48-144-96-16-192 (75,329 parameters, 0.4446 ± 0.0001) and 64-96-8-32-64 (75,273 parameters, 0.4445 ± 0.0001) that are mostly inferior to the TabNAS-found architectures.

On Volkert, in the 4-layer search space. We have the reference architecture 48-160-32-144 (27,882 parameters, 0.3244 ± 0.0040) for NAS to match in the search space (shown as Figure D.2(c)). Similar to Figure 5.2, we draw the comparison plot among random sampling, NAS with rejection-based reward (TabNAS), and NAS with the Abs Reward as Figure D.3(c). In the search space with $1.6 \times 10^5$ candidate architectures:

- TabNAS with $1 \times 10^4$ Monte-Carlo samples and the RL learning rate $\eta \in \{0.001, 0.005, 0.01, 0.05\}$ consistently finds either the reference architecture itself or other architectures qualitatively the same. Examples include 64-128-48-16 (27,050 parameters, 0.3237 ± 0.0040), 80-48-112-32 (27,802 param-
Figure D.3: Rejection-based reward distributionally outperforms random search and resource-aware Abs Reward in a number of search spaces. The points and error bars have the same meaning as in Figure 5.2. The time taken for each stand-alone training run (the unit length for x axes) is 2.5 hours on Criteo (Figure 5.2, D.3(a) and D.3(b)), 10 minutes on Volkert with 4-layer FFNs (Figure D.3(c)), and 22-25 minutes on Volkert with 9-layer FFNs (Figure D.3(d)).

- NAS with rejection-based reward finds 59,697 parameters, 0.445 ± 0.0008, 59,697 parameters, 0.446 ± 0.0007, and 59,697 parameters, 0.447 ± 0.0009.
- RL with rejection-based reward finds 59,697 parameters, 0.445 ± 0.0008.
- RL with Abs Reward finds 59,697 parameters, 0.446 ± 0.0007.
- Random sampling finds 60,000 parameters, 0.447 ± 0.0009.

Figure D.3: Rejection-based reward distributionally outperforms random search and resource-aware Abs Reward in a number of search spaces. The points and error bars have the same meaning as in Figure 5.2. The time taken for each stand-alone training run (the unit length for x axes) is 2.5 hours on Criteo (Figure 5.2, D.3(a) and D.3(b)), 10 minutes on Volkert with 4-layer FFNs (Figure D.3(c)), and 22-25 minutes on Volkert with 9-layer FFNs (Figure D.3(d)).

- NAS with the Abs Reward finds 64-96-80-24 (27,778 parameters, 0.3279 ± 0.0005), and 64-144-32-48 (27,658 parameters, 0.3204 ± 0.0038).

- NAS with the Abs Reward finds 96-64-32-48 (27,738 parameters, 0.3302 ± 0.0042), 96-48-32-96 (27,738 parameters, 0.3305 ± 0.0047), 96-80-16-48 (27,738 parameters, 0.3302 ± 0.0050), 112-48-24-24 (27,722 parameters, 0.3301 ± 0.0034) and 80-80-48-48 (27,690 parameters, 0.3309 ± 0.0022) that are inferior.

On Volkert, in the 9-layer search space. We further do NAS on Volkert in the 9-layer search space to test the ability of TabNAS in searching among significantly
deeper FFNs. The tradeoff between loss and number of parameters in the search space is shown in Figure D.2(d). We have the reference architecture 144-128-112-16-16-48-144-24-160 (78,114 parameters, 0.3126 ± 0.0050) for NAS to match. We compare random sampling, NAS with rejection-based reward (TabNAS), and NAS with the Abs Reward in Figure D.3(d). In the search space with $5.2 \times 10^9$ candidate architectures (which is nearly impossible for exhaustive search):

- TabNAS with $5 \times 10^6$ Monte-Carlo samples and the RL learning rate $\eta \in \{0.002, 0.005\}$ consistently finds architectures that are qualitatively the same as the reference. These architectures are found when the RL controller is far from converged and when $P(V)$ slightly decreases after RL starts. Example results include 144-144-112-64-24-16-128-8-128 (78,026 parameters, 0.3120 ± 0.0049), 128-160-96-32-24-64-64-32-160 (77,890 parameters, 0.3127 ± 0.0040), 128-144-112-32-64-64-80-16-128 (77,834 parameters, 0.3094 ± 0.0012), 160-128-96-32-48-64-48-24-112 (78,002 parameters, 0.3137 ± 0.0021), and 144-112-160-24-112-16-16-128-48 (77,986 parameters, 0.3119 ± 0.0029).
- NAS with the Abs Reward finds 144-96-80-48-64-96-80-32 (78,170 parameters, 0.3094 ± 0.0039), 160-80-160-24-80-16-80-64-128 (78,114 parameters, 0.3158 ± 0.0020), 128-96-80-48-64-80-80-80 (78,106 parameters, 0.3128 ± 0.0020), and 144-128-80-16-16-16-96-160-24 (78,050 parameters, 0.3192 ± 0.0014). Interestingly, all architectures except 144-96-80-48-64-96-80-32 are inferior to the TabNAS-found architectures despite having slightly more parameters, and 144-96-80-48-64-96-80-32 does not have an evident bottleneck structure like the other architectures found here.

As a side note, previous works like MnasNet and TuNAS (often or only on vision tasks) do often have inverted bottleneck blocks [107] in their search spaces. However, the search spaces used there have a hard-coded requirement
that certain layers must have bottlenecks. In contrast, our search spaces permit
the controller to automatically determine whether to use bottleneck structures
based on the task under consideration. This is important because networks with
bottlenecks do not always outperform others on all tasks. For example, the ref-
erece architecture 32-144-24 outperforms the TuNAS-found 32-64-96 on Criteo,
but the reference 64-192-48-32 (64,568 parameters, 0.0662 ± 0.0011) is on par with
the TuNAS-and-TabNAS-found 96-80-96-32 (64,024 parameters, 0.0669 ± 0.0013)
on Aloi.

D.4 Comparison with weight-sharing Bayesian optimization
and evolutionary search

Bayesian optimization (BO) and evolutionary search (ES) are popular stratigies
for NAS (see e.g., [67, 71, 136, 153]; [85, 4]). We are not aware of any work
that successfully applies BO or ES for weight-sharing NAS. Thus we design the
following (novel) methods of BO or ES for weight-sharing NAS: train the Su-
perNet for the same number of epochs as RL, and then do BO (by Gaussian
processes [105] with expected improvement [94, 69]) or ES in the set of feasi-
ble architectures with the SuperNet one-shot losses (evaluated from SuperNet
weights). These methods omit the extra forward passes for RL controller train-
ing, but need extra forward passes to evaluate child networks. We control the
number of passes for a fair comparison. On Criteo, the cost of forward passes
for RL is comparable to evaluating 405 child networks, and the search space
of 5-layer FFNs has 340,590 feasible architectures below the 75,353 parameters
limit in Figure 11(b). The corresponding reference architecture is 48-240-24-
Table D.4: Comparison of TabNAS, Bayesian optimization (BO) and evolutionary search (ES) with weight sharing. TabNAS finds the architecture with the smallest loss.

<table>
<thead>
<tr>
<th>method</th>
<th>found architecture (number of parameters, mean ± std loss)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TabNAS ($N=32,768$)</td>
<td>48-176-64-16-256 (74,945 parameters, 0.4445 ± 0.0002)</td>
</tr>
<tr>
<td>BO (RBF kernel $L=10$)</td>
<td>64-80-8-16-16 (72,073 parameters, 0.4447 ± 0.0002)</td>
</tr>
<tr>
<td>BO (RBF kernel $L=1$)</td>
<td>48-80-48-96-96 (71,265 parameters, 0.4451 ± 0.0003)</td>
</tr>
<tr>
<td>ES (10 steps, population 100)</td>
<td>48-96-16-144-64 (67,393 parameters, 0.4450 ± 0.0002)</td>
</tr>
<tr>
<td>ES (60 steps, population 50)</td>
<td>48-48-80-80-64 (67,345 parameters, 0.4452 ± 0.0003)</td>
</tr>
</tbody>
</table>

256-8. The architectures found by BO and ES (under multiple hyperparameter settings) are sensitive to initialization and are worse (see Table D.4). Thus RL explores the search space more efficiently than BO and ES: it finds the global optimum with fewer forward passes.

D.5 Difficulty of hyperparameter tuning

Hyperparameter tuning has always been a headache for machine learning. In the design of NAS approaches, the hope is that the NAS hyperparameters are much easier to tune than the architectures NAS search over. We denote the RL learning rate and the number of MC samples by $\eta$ and $N$, respectively. The three resource-aware rewards (in MnasNet and TuNAS) have both $\eta$ and $\beta$ as hyperparameters; our TabNAS with the rejection-based reward has $\eta$ and $N$ to tune.
D.5.1 Resource hyperparameter $\beta$

$\beta$ is difficult to tune in experiments: the best value varies by dataset and lies in the middle of its search space. Since $\beta < 0$, we discuss its absolute value. In a NAS search space, the architecture that is feasible and can match the reference performance often has the number of parameters that is more than 98% of the reference. A too small $|\beta|$ is not powerful enough to enforce the resource constraint, in which case NAS finds an architecture that is far from the target number of parameters and makes the search nearly unconstrained (e.g., the Abs Reward with $|\beta| = 1$ in the toy example, shown in Figure 5.1 and towards the left end in Figure D.4(a)). A too large $|\beta|$ severely penalizes the violation of the resource constraint, in which case the RL controller would always give an architecture close to the reference, with much bias (e.g., the Abs Reward with $|\beta| = 2$ in Figure 5.1, and towards the right end in Figure D.4(a)). Thus practitioners seek a medium $|\beta|$ in hyperparameter tuning to both obey the resource constraint and achieve a better result. In our experiments, such “appropriate” medium values vary largely across datasets: 1 on Criteo with the 32-144-24 ref-
ference architecture (41,153 parameters), 2 on Volkert with the 48-160-32-144 reference architecture (27,882 parameters), and 25 on Aloi with the 64-192-48-32 reference architecture (64,568 parameters).

D.5.2 RL learning rate $\eta$

The RL learning rate $\eta$ is easier to tune and more generalizable across datasets than $\beta$. With a large $\eta$, the RL controller quickly converges right after the first 25% epochs of layer warmup; with a small $\eta$, the RL controller converges slowly or may not converge, although there may still be enough signal from the layer-wise probabilities to get the final result. It is thus straightforward to tune $\eta$ by observing the convergence behavior of sampling probabilities. In our experiments, the appropriate value of $\eta$ does not significantly vary across tasks: a constant $\eta \in [0.001, 0.01]$ is appropriate for all datasets and all number of parameter limits.

D.5.3 Number of MC samples $N$

The number of MC samples $N$ is also easier to tune than $\beta$. Resource permitting, $N$ is the larger, the better (Figure D.4(b)), so that $P(V)$ can be better estimated. When $N$ is too small, the MC sampling has a high chance of missing the valid architectures in the search space, and thus incurs large bias and variance for the estimate of $\nabla \log[P(y|y \in V)]$. In such cases, $\hat{P}(V)$ may miss all valid architectures at the beginning of RL and quickly converge to 0. $\hat{P}(V)$ being equal or close to 0 is a bad case for our rejection-based algorithm: the single-step RL objective
$J(y)$ that has a $-\log(\hat{P}(V))$ term grows extremely large and gives an explosive gradient to stuck the RL controller in the current choice. Consequently, the criterion for choosing $N$ is to choose the largest that can afford, and hopefully, at least choose the smallest that can make $\hat{P}(V)$ steadily increase during RL. Figure D.5 shows the changes of $\hat{P}(V)$ on Criteo with the 32-144-24 reference in the search space of 8,000 architectures at three $N$ values. The NAS succeeds when $N \geq 2048$, same as the threshold that makes $\hat{P}(V)$ increase.

Overall, the RL controller with our rejection-based reward has hyperparameters that are easier to tune than with resource-aware rewards in MnasNet and TuNAS.

### D.6 More on ablation with a non-differentiable $P(V)$ (or $\hat{P}(V)$)

As discussed in Section 5.4.3, the found architectures are significantly worse when $P(V)$ is omitted from $J(y)$. Below are our experimental findings:

- In the case that we do not skip infeasible architectures in weight updates, the largest hidden layer sizes may gain and maintain the largest sampling probabilities soon after RL starts. This is because most architectures in the 3-layer Criteo search space are above the number of parameters limit 41,153. When RL starts, the sampled feasible architectures underperform the moving average, thus their logits are severely penalized, making the logits of the infeasible architectures (which often have wide hidden layers) quickly dominate (Figure D.6(a)). Accordingly, the (estimated) valid probability $P(V)$ (or $\hat{P}(V)$) quickly decrease to 0 (Figure D.6(b)), and the RL controller gets stuck (as described in Appendix D.5.3) in these large choices.
for hidden layer sizes.

• In the case that we skip infeasible architectures in both weight and RL updates, the RL controller eventually picks feasible architectures with bottleneck structures, but the found architectures are almost always suboptimal: when RL starts, the controller severely boosts the logits of the sampled feasible architectures without much exploration in the search space, and quickly gets stuck there. For example, the search in Figure D.6(c)) finds 24-384-16 (40,449 parameters) that is feasible but suboptimal; \( P(V) \) and \( \hat{P}(V) \) quickly increase to 1 after RL starts (Figure D.6(d)).

![Graphs showing failure cases in ablation](image)

(a) Layer 2, not skipping infeasible in training  
(b) Valid probabilities, not skipping infeasible in training  
(c) Layer 2, skipping infeasible in training  
(d) Valid probabilities, skipping infeasible in training

Figure D.6: **Failure cases in ablation when \( \hat{P}(V) \) is non-differentiable.** We show results with RL learning rate \( \eta = 0.005 \); those under other \( \eta \) values are similar.

### D.7 Proofs

#### D.7.1 \( \hat{P}(V) \) is an unbiased and consistent estimate of \( P(V) \)

Within the search space \( S \), recall the definitions of \( P(V) \) and \( \hat{P}(V) \):

\[
P(V) = \sum_{z^{(i)} \in S} p^{(i)} \mathbb{1}(z^{(i)} \in V)
\]

\[
\hat{P}(V) = \frac{1}{N} \sum_{n=1}^{N} \mathbb{1}(z^{(n)} \in V)
\]
Unbiasedness. With $N$ architectures sampled from the proposal distribution $q$, we take the expectation with respect to $N$ sampled architectures:

$$
\mathbb{E}[\widehat{P}(V)] = \frac{1}{N} \mathbb{E} \left[ \sum_{k \in [N]} p^{(k)} q^{(k)} \mathbb{1}(z^{(k)} \in V) \right]
$$

in which each summand

$$
\mathbb{E} \left[ \frac{p^{(k)}}{q^{(k)}} \mathbb{1}(z^{(k)} \in V) \right] = \sum_{z^{(k)} \in S} q^{(k)} \frac{p^{(k)}}{q^{(k)}} \mathbb{1}(z^{(k)} \in V)
$$

Thus $\mathbb{E}[\widehat{P}(V)] = P(V)$.

Consistency. We first show the variance of $P(V)$ converges to 0 as the number of MC samples $N \to \infty$. Because of independence among samples,

$$
\text{Var}[\widehat{P}(V)] = \frac{1}{N} \sum_{k \in [N]} \text{Var} \left[ \frac{p^{(k)}}{q^{(k)}} \mathbb{1}(z^{(k)} \in V) \right],
$$

in which each summand

$$
\text{Var} \left[ \frac{p^{(k)}}{q^{(k)}} \mathbb{1}(z^{(k)} \in V) \right] = \mathbb{E} \left[ \frac{p^{(k)}}{q^{(k)}} \mathbb{1}(z^{(k)} \in V) - P(V) \right]^2
$$

thus the variance

$$
\text{Var}[\widehat{P}(V)] = \frac{1}{N} \sum_{k \in [N]} \text{Var} \left[ \frac{p^{(k)}}{q^{(k)}} \mathbb{1}(z^{(k)} \in V) \right] = \frac{1}{N} \left[ -P(V)^2 + \sum_{z^{(k)} \in V} \frac{(p^{(k)})^2}{q^{(k)}} \right].
$$
which goes to 0 as $N \to \infty$. It worths noting that when we set $q = \text{stop} \cdot \text{grad}(p)$, the single-summand variance (Equation D.1) becomes $\mathbb{P}(V - \mathbb{P}(V)^2)$, which is the variance of a Bernoulli distribution with mean $\mathbb{P}(V)$.

The Chebyshev’s Inequality states that for a random variable $X$ with expectation $\mu$, for any $a > 0$, $\mathbb{P}(|X - \mu| > a) \leq \frac{\text{Var}(X)}{a^2}$. Thus $\lim_{N \to \infty} \text{Var}(X) = 0$ implies that $\lim_{N \to \infty} \mathbb{P}(|X - \mu| > a) = 0$ for any $a > 0$, indicating consistency.

**D.7.2 $\nabla \log[\mathbb{P}(y)/\hat{\mathbb{P}}(V)]$ is a consistent estimate of $\nabla \log[\mathbb{P}(y \mid y \in V)]$**

Since $\mathbb{P}(y \mid y \in V) = \frac{\mathbb{P}(y)}{\hat{\mathbb{P}}(V)}$, we show $\text{plim} \nabla \log \hat{\mathbb{P}}(V) = \nabla \log \mathbb{P}(V)$ below to prove consistency, in which $\text{plim}$ denotes convergence in probability.

Recall $p^{(i)}$ is the probability of sampling the $i$-th architecture $z^{(i)}$ within the search space $S$, and the definitions of $\mathbb{P}(V)$ and $\hat{\mathbb{P}}(V)$ are:

- $\mathbb{P}(V) = \sum_{z^{(i)} \in S} p^{(i)} 1(z^{(i)} \in V),$
- $\hat{\mathbb{P}}(V) = \frac{1}{N} \sum_{k \in [N], z^{(k)} \in V} p^{(k)} \frac{q^{(k)}}{\hat{q}^{(k)}} = \frac{1}{N} \sum_{k \in [N]} p^{(k)} q^{(k)} 1(z^{(k)} \in V)$, in which each $p^{(k)}$ is differentiable with respect to all logits $\{\ell_{ij}\}_{i \in [L], j \in [C]}$.

Thus we have

$$\text{plim} \lim_{N \to \infty} \hat{\mathbb{P}}(V) = \lim_{N \to \infty} \frac{1}{N} \sum_{k \in [N]} p^{(k)}\frac{q^{(k)}}{\hat{q}^{(k)}} 1(z^{(k)} \in V)$$

$$= \frac{1}{N} \sum_{z^{(i)} \in S} p^{(i)} q^{(i)} 1(z^{(i)} \in V) N q^{(i)}$$

$$= \sum_{z^{(k)} \in S} p^{(k)} 1(z^{(k)} \in V) = \mathbb{P}(V),$$
and

\[
\text{plim}_{N \to \infty} \nabla \hat{\mathbb{P}}(V) = \text{plim}_{N \to \infty} \frac{1}{N} \sum_{k \in [N]} \frac{\nabla p^{(k)}}{q^{(k)}} \mathbf{1}(z^{(k)} \in V) \\
= \frac{1}{N} \sum_{z^{(k)} \in S} \frac{\nabla p^{(k)}}{q^{(k)}} \mathbf{1}(z^{(k)} \in V) N q^{(k)} \\
= \sum_{z^{(k)} \in S} \nabla p^{(k)} \mathbf{1}(z^{(k)} \in V) = \nabla \mathbb{P}(V).
\]

Together with the condition that \(\mathbb{P}(V) > 0\) (the search space contains at least one feasible architecture), we have the desired result for consistency as

\[
\text{plim}_{N \to \infty} \nabla \log \hat{\mathbb{P}}(V) = \text{plim}_{N \to \infty} \frac{\nabla \hat{\mathbb{P}}(V)}{\mathbb{P}(V)} = \frac{\text{plim}_{N \to \infty} \nabla \hat{\mathbb{P}}(V)}{\text{plim}_{N \to \infty} \mathbb{P}(V)} = \frac{\nabla \mathbb{P}(V)}{\mathbb{P}(V)} = \nabla \log \mathbb{P}(V),
\]

in which the equalities hold due to the properties of convergence in probability.
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