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ABSTRACT
Data scientists seeking a good supervised learning model on a dataset have many choices to make: they must preprocess the data, select features, possibly reduce the dimension, select an estimation algorithm, and choose hyperparameters for each of these pipeline components. With new pipeline components comes a combinatorial explosion in the number of choices! In this work, we design a new AutoML system TensorOboe to address this challenge: an automated system to design a supervised learning pipeline. TensorOboe uses low rank tensor decomposition as a surrogate model for efficient pipeline search. We also develop a new greedy experiment design protocol to gather information about a new dataset efficiently. Experiments on large corpora of real-world classification problems demonstrate the effectiveness of our approach. As of 12/17/2020, this version corrects the errors in the version in the ACM Digital Library.
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1 INTRODUCTION
A machine learning pipeline is a directed graph of learning components including imputation, encoding, standardization, dimensionality reduction, and estimation, that together define a function mapping input data to output predictions. Each component may also include hyperparameters, such as the output dimension of PCA,

Figure 1: An example pipeline.

or the number of trees in a random forest. Simple pipelines may consist of sequences of these components; more complex pipelines may combine inputs to form pipelines with more complex topologies. An example pipeline is shown as Figure 1.

The job of a data scientist facing a new supervised learning problem is to choose the pipeline that yields a low out-of-sample error from among all possible pipelines. This task is challenging. First, no component dominates all others: there is “no free lunch” [46]. Rather, each performs well on certain data distributions. For example, the PCA dimensionality reducer works well on data points in \( \mathbb{R}^d \) that roughly lie in a low rank subspace \( \mathbb{R}^k \) with \( k < d \); the feature selector that keeps features with large variances works well on datasets if such features are more informative; the Gaussian naive Bayes classifier works well on features with normally distributed values in each class. However, it is difficult to check these distributional assumptions without running the component on the data: an expensive proposition! The second is the dependence of these choices: for example, standardizing the data may help some estimators, and harm others. Moreover, as the number of possible machine learning components grows, the number of possibilities grows exponentially, defying enumeration. Automating the selection of a pipeline is thus an important problem, which has received attention both from academia and industry [8, 11, 27, 30].

Human experts tackle this difficulty by choosing the right combination according to their domain knowledge. However, finding the right combination takes substantial expertise, and still requires several model fits to find the right combination of components and hyperparameters. An automated pipeline construction system, like a human expert, first forms a surrogate model to predict which pipelines are likely to work well. Surrogate models are meta-models that map dataset and machine learning model properties to quantities that characterize performance or informativeness.

A good surrogate model enables efficient search through the pipeline space. “All models are wrong, but some are useful” [2]”: a good surrogate model makes predictions that guide the search for pipelines without the need for many model fits. Auto-sklearn [11] and Alpine Meadow [36] use meta-learning [1, 25, 39, 41] to choose promising pipelines from those that perform the best on neighboring datasets, and use Bayesian optimization to fine-tune
hyperparameters. TPOT [30] uses genetic programming to search over pipeline topologies. Alpine Meadow [36] uses multi-armed bandit to balance the exploration and exploitation of pipeline structures. In this paper, we use a low multilinear rank tensor as our surrogate model. This model makes explicit use of the combinatorial structure of the problem: as a result, the number of pipeline evaluations required to fit the surrogate model on a new dataset is modest, and independent of the number of pipeline components.

Our system learns the surrogate model for a new dataset by fitting a few pipelines on it. The problem of which pipelines to evaluate first, in order to predict the effectiveness of others, is called the cold-start problem in the literature on recommender systems. This problem is also of great interest to the AutoML community. Proximity in meta-features, "simple, statistical or landmarking metrics to characterize datasets [47]", are used by many AutoML systems [11, 12, 14, 33, 36] to select models that work well on neighboring datasets, with the belief that models perform similarly on datasets with similar characteristics. Probabilistic matrix factorization has been used to extract dataset latent representations from pipeline performance [14]. Other dataset and pipeline embeddings have also been proposed that use pipeline performance or even textual dataset or algorithm descriptions to build surrogate models [9, 44, 47].

In this work, we build pipeline embeddings by fitting a tensor decomposition to the (incompletely observed) tensor of pipeline performance on a set of training datasets. The tensor model is easy to extend to a new dataset by fitting a constant number of pipelines on it. We describe a simple rule to select which pipelines to observe by solving a constrained version of the classical experiment design [3, 22, 34, 43] problem using a greedy heuristic [28].

We consider the following concrete challenge in this paper: select several pipelines that perform the best within a given time limit for a new dataset, in the case that we already know or have time to collect pipeline performance on some existing datasets. We focus on small data and traditional supervised machine learning pipelines in our experiments, although the methodology can be generalized to a wider range of disciplines. Our main technical contributions are: a new tensor model to exploit the combinatorial pipeline performance structure, and a new pipeline search mechanism that builds on ideas from greedy experiment design. Together, these ideas yield a new state-of-the-art system for AutoML pipeline selection. Since Oboe [47] is an AutoML system that selects machine learning models by matrix factorization, we name our system in this paper TensorOboe: the AutoML system that uses tensor decomposition to select pipelines.

This paper is organized as follows. Section 2 introduces notation and terminology. Section 3 describes the main ideas used efficiently search the pipeline space. Section 3.1 gives details on TensorOboe. Section 4 shows experimental results.

2 NOTATION AND TERMINOLOGY

Meta-learning. Meta-learning, also called "learning to learn", uses results from past tasks to make predictions or decisions on a new task. In our setting, we learn from a corpus of datasets called meta-training datasets by fitting pipelines to these datasets in an offline stage; the new dataset, which requires a fast recommendation for a pipeline, is called the meta-test dataset.

Model. A model \( \mathcal{A} \) is a specific combination of algorithm and hyperparameter settings, e.g. \( k \)-nearest neighbors with \( k = 3 \).

Pipeline component. A pipeline component is a model or model type. Examples include missing entry imputers, dimensionality reducers, supervised learners, and data visualizers. We consider the following components in this paper:

- **Data imputer**: A preprocessor that fills in missing entries.
- **Encoder**: A transformer that converts categorical features to numerical codes. Here, we consider encoding categoricals as integers or with a one-hot encoder.
- **Standardizer**: A standardizer centers and rescales data.
- **Dimensionality reducer**: A transformer that reduces the dimensionality of the dataset by either creating new features (like PCA) or subsampling features.
- **Estimator**: The supervised learner. For the classification tasks in this paper, estimators are classifiers.

Linear algebra. Our paper follows the notation of [47] and [24]. We define \([n] = \{1, \ldots, n\}\) for \( n \in \mathbb{Z} \), and denote vector, matrix, and tensor variables respectively by lowercase letters (x), capital letters (X) and Euler script letters (X). The order of a tensor is the number of dimensions; matrices are order-two tensors. Each dimension is called a mode. Throughout this paper, all vectors are column vectors. To denote a part of matrix or tensor, we use a colon to denote the dimension that is not fixed: given a matrix \( A \in \mathbb{R}^{m \times n} \), and \( A_{i,j} \) denote the \( i \)-th row and \( j \)-th column of \( A \), respectively. A fiber is a one-dimensional section of a tensor \( X \), defined by fixing every index but one; for example, one fiber of the order-3 tensor \( X \) is \( X_{ijk} \). Fibers of a tensor are analogous to rows and columns of a matrix. A slice is an \((N-1)\)-dimensional section of an order-N tensor \( X \). The mode-n matricization of \( X \), denoted as \( X^{(n)} \), is a matrix whose columns are the mode-n fibers of \( X \). \( X \) has multilinear rank \((r_1, r_2, \ldots)\) if \( r_n \) is the rank of \( X^{(n)} \). For example, given an order-3 tensor \( X \in \mathbb{R}^{I \times J \times K} \), we have \( X^{(1)} \in \mathbb{R}^{I \times (J \times K)} \), and \( X \) has multilinear rank \((r_1, r_2, r_3)\) if \( X^{(n)} \) has rank \( r_n \) for \( n \in \{3\} \). We denote the n-mode product of a tensor \( X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) with a matrix \( U \in \mathbb{R}^{J \times K} \) by \( X \times_u U \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_{n-1} \times J \times I_{n+1} \times \cdots \times I_N \). The \((i_1, i_2, \ldots, 1, j, i_{n+1}, \ldots, i_N)\)-th entry is \( \sum_{k=1}^{I_n} x_{i_1 i_2 \cdots i_{n-1} i_k i_{n+1} \cdots i_N} U_{j k} \). Given two tensors with the same shape, we use \( \odot \) to denote their entrywise product. Given an ordered set \( S = \{s_1, \ldots, s_k\} \) where \( s_1 < \ldots < s_k \in [n] \), we write \( A_S = [A_{s_1}, A_{s_2}, \ldots, A_{s_k}] \); given an ordinary set \( S \), we use \( A_S \) to denote \( A_S \), in which \( S \) is the ordered version of set \( S \).

Pipeline performance. The performance of a machine learning pipeline is usually characterized by cross-validation error. Given a dataset \( D \) and a pipeline \( P \), we denote the error of \( P \) on \( D \) as \( P(D) \). It is common practice to evaluate this error by cross-validating \( P \) on \( D \) with a certain number of folds (often 3, 5 or 10) and a fixed dataset partition. We use \( P(D) \) to denote the cross-validation error we observe with a certain number of folds and a certain partition.

Error tensor and error matrix. Pipeline errors on training datasets form an error tensor, which we denote as \( E \). In our experiments, \( E \) is an order-6 tensor, with 6 modes corresponding to datasets, imputers, encoders, standardizers, dimensionality reducers and estimators, respectively. The \((i_1, i_2, \ldots, i_6)\)-th entry of \( E \) is the error of the pipeline formed by composing the \( i_2 \)-th imputer, \( i_3 \)-th encoder, \( i_4 \)-th standardizer, \( i_5 \)-th dimensionality reducer, and \( i_6 \)-th estimator and evaluating this pipeline on the \( i_1 \)-th dataset. If a
pipeline-dataset combination has been evaluated, we say the corresponding entry in the error tensor $\tilde{E}$ is observed. The first unfolding of the error tensor, $\tilde{E}^{(1)}$, is called the error matrix $E$, whose $(i, j)$-th entry $E_{ij} = p_j(D_i)$ is the error of pipeline $j$ on dataset $i$.

**Ensemble.** An ensemble [4, 7, 35, 45] combines a finite set of individual machine learning models into a single prediction model. For simplicity, the combination method we use is majority voting for classification. We define the candidate learner to be individual machine learning pipelines that we select from to create the ensemble, and base learner to be pipelines that are included in the ensemble. An ensemble of pipelines is itself a pipeline, but not a simple linear pipeline. By creating ensembles of linear pipelines, TensorOboe can perform better than any linear pipeline.

### 3 METHODOLOGY

#### 3.1 Overview

TensorOboe has two phases. In the offline phase, we compute the performance of pipelines on meta-training datasets to build a tensor surrogate model. In the online phase, we run a small number of pipelines on the new meta-test dataset to specialize the surrogate model and identify promising pipelines.

**Offline Stage.** We collect a partially observed error tensor using the approach described in Section 3.2 to limit the total runtime of the offline phase. We complete and decompose the error tensor $\tilde{E}$ using the EM-Tucker algorithm, shown as Algorithm 1, with dataset and estimator ranks empirically chosen to be the ones that give low reconstruction error, described in Section 4.2.

**Online Stage.** Online, given a new dataset $D$ with $n^D$ data points and $p^D$ features, we first predict the running time of each pipeline by a simple model: order-3 polynomial regression on $n^D$ and $p^D$ and their logarithms. This simple model works well because the theoretical complexities of estimators we use have no higher order terms [21, 47].

The initial dataset and estimator ranks are set to the number of principal components that capture 97% of the energy in the respective tensor matricizations. We double the runtime budget at each iteration and increment the estimator rank if the performance improves. In each iteration, we build ensembles whose base learners are the 5 pipelines with the best cross-validation error. An ensemble can improve on the performance of the best base pipeline. An example is shown as Figure 2.

#### 3.2 Tensor Collection for Meta-Training

In the meta-training phase of meta-learning, meta-training data is generally assumed to be already available or cheap to collect. Given the large number of possible pipeline combinations, though, collecting meta-training data can be prohibitively expensive. As an example, even if it takes one minute on average to evaluate each pipeline on each dataset, evaluating 20,000 pipelines on 200 meta-training datasets would take more than 7 years of CPU time. This motivates us to use tensor completion to limit the time spent on the collection of meta-training data, while preserving accuracy of our surrogate model.

We collect pipeline performance in a biased way: using 3-fold cross-validation, we only evaluate pipelines that complete within 120 seconds. This rule gives a missing ratio of 3.3%. Notice that the entries are not missing uniformly at random: for example, some datasets are large and expensive to evaluate; our training data systematically lacks data from these large datasets. Nevertheless, we will show how to infer these entries using tensor completion in Section 3.3, and demonstrate in Section 4.2 that the method performs well despite bias.

#### 3.3 Tensor Decomposition and Rank

The meta-training phase constructs the error tensor $\tilde{E}$. In the meta-test phase, we see a new dataset, corresponding to a new slice of $\tilde{E}$. To learn about the slice efficiently, we use a low rank tensor decomposition to predict all the entries in this slice from a subset of its informative entries.

Unlike matrices, there are many incompatible notions of tensor ranks and low rank tensor decompositions, including CANDECOMP/PARAFAC (CP) [5, 19], Tucker [40], and tensor-train [31]. Each emphasizes a different aspect of the tensor low rank property. In this paper, we use Tucker decomposition; an illustration on an order-3 tensor is shown as Figure 3. As a form of higher-order PCA, Tucker decomposes a tensor into the product of a core tensor and several factor matrices, one for each mode [24]. A tensor with low multilinear rank has a low rank Tucker decomposition. In our setting of order-6 tensors, Tucker decomposition of $\tilde{E}$ is

$$
\tilde{E} \approx \hat{E} = \mathcal{G} \times_1 U_1 \times_2 \cdots \times_6 U_6,
$$

with core tensor $\mathcal{G} \in \mathbb{R}^{r_1 \times r_2 \times \cdots \times r_6}$ and column-orthonormal factor matrices $U_i \in \mathbb{R}^{n_i \times r_i}$, $i \in \{1, 2, \ldots, 6\}$. $\hat{E}$ is linear in the factor matrices. Each factor matrix can thus be viewed as embedding the corresponding dataset or pipeline component, with pipeline embeddings as columns of $Y = (\mathcal{G} \times_2 \mathcal{U}_2 \times_3 \cdots \times_6 \mathcal{U}_6)^{(1)} \in \mathbb{R}^{n_\mathcal{G} \times (\prod_{i=2}^{6} r_i \times n_i)}$, the mode-1 matricization of the product. We can use this observation to approximately factor the error matrix $\tilde{E}$, using Equation 1, as

$$
X^T Y = \tilde{E} \in \mathbb{R}^{n_\mathcal{G} \times (\prod_{i=2}^{6} r_i \times n_i)},
$$

in which $X \in \mathbb{R}^{n_\mathcal{G} \times n_1}$ and $Y \in \mathbb{R}^{n_\mathcal{G} \times (\prod_{i=2}^{6} r_i \times n_i)}$ are dataset and pipeline embeddings, respectively.
Algorithm 1 EM-Tucker algorithm for tensor completion

Input: order-$n$ error tensor $\hat{E}$ with missing entries, target multilinear rank $[r_1, \ldots, r_n]$

Output: imputed error tensor $\hat{E}$

1. $E_{\text{obs}} \leftarrow \hat{E}$
2. $\Omega \leftarrow \text{observed entries in } E_{\text{obs}}$
3. do
4. $\Omega, (U_i)_{i=1}^n \leftarrow \text{Tucker}(E_{\text{obs}}; \text{ranks}=[r_1, \ldots, r_n])$
5. $E_{\text{pred}} \leftarrow \hat{E} \times_1 U_1 \times \cdots \times_n U_n$
6. $E \leftarrow \Omega \odot E_{\text{obs}} + (1 - \Omega) \odot E_{\text{pred}}$
7. while not converged

In Algorithm 1, $\Omega$ is a binary tensor that denotes whether each entry of the error tensor $\hat{E}$ is observed or not. $\Omega$ has the same shape as the original error tensor, with the corresponding entry $\Omega_{i_1, i_2, \ldots, i_n} = 1$ if the $(i_1, i_2, \ldots, i_n)$-th entry of the error tensor is observed, and 0 otherwise. The algorithm is regarded to have converged when the decrease of relative error is less than 0.1%.

Why bother with tensor completion? To recover the missing entries of a tensor, we can also perform matrix completion after matrixization or perform matrix completion on every slice separately. Tensors are more constrained and so provide better fits to sparse and noisy data. Consider a tensor $X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$ with multilinear rank $[r_1, r_2, \ldots, r_N]$, where $I_1 = I_2 = \cdots = I_n = I$ and $r_1 = r_2 = \cdots = r_n = r$. The number of degrees of freedom of $X$, which is the minimum number of entries required to recover $X$, is $r^n + n(r I - r^2) =: m_0$. If we unfold $X$ to $X \in \mathbb{R}^{I \times I^{n-1}}$, the number of degrees of freedom of $X$ is $(I + I^{n-1} - r)r =: m_1$. If we treat every slice of $X$ separately, the number of degrees of freedom is $I^n - 2(2rI - I^2) =: m_2$. Therefore, when $r < I$, we have $m_0 < m_1 < m_2$, which means we need fewer parameters to determine $X$, compared to the matricization and union of slices. Thus, tensor completion may outperform matrix completion on $X$ with the same number of observed entries.

3.5 Fast and Accurate Resource-Constrained Active Learning

Given a new dataset, we first select a subset of pipelines to fit, so that we may estimate the performance of other pipelines. We use ideas from linear experiment design, which picks a subset of low-cost statistical trials to minimize the variance of the resulting estimator, to make this selection.

Concretely, we estimate the embedding $x$ of the new dataset by linear regression. Given the linear model as Equation 2, with known performance $e_S$ of a subset $S \subseteq [n]$ of pipelines on the new dataset, we have

$$e_S = (Y_S)^T x + \epsilon,$$

in which $Y$ collects the latent embeddings of pipeline performance, and $\epsilon$ is the error in this linear model. An example of the source of error is the misspecification of target multilinear rank for the Tucker decomposition. We estimate $x$ by linear regression and denote the result as $\hat{x}$. Then we estimate the performance of pipelines in $[n] \setminus S$ by the corresponding entries in $\hat{e} = Y^T \hat{x}$.

Now consider which $S$ to choose to accurately estimate $x$. We will motivate the use of the experiment design model and its greedy approach by first showing how to constrain the number of pipelines sampled in Section 3.5.1, and then develop a time-constrained version that we use in practice in Section 3.5.2.

3.5.1 Greedy method for size-constrained experiment design. Suppose the error $\epsilon \sim N(0, \sigma^2 I)$. Using the linear regression model, Equation 3, we want to minimize the expected $\ell_2$ error $E_{\epsilon} ||\hat{x} - x||_2^2 = E_{\epsilon} ||\hat{x} - E_x \hat{x}||_2^2 + ||E_x \hat{x} - x||_2^2$. Here, the second term is 0 since linear regression is unbiased, and the first term is the covariance $\sigma^2 (Y^T)^{-1}$ of the estimated embedding $\hat{x}$, which is straightforward to compute.

Imagine we have enough time to run at most $m$ pipelines (and all pipelines run equally slowly). Given pipeline embeddings $y_j \in \mathbb{R}^k$ (which we call design vectors or designs), in which each $y_j \in \mathbb{R}^k$, we minimize a scalarization of the covariance to obtain the (number-constrained) $D$-optimal experiment design problem

$$\max \log \det \left( \sum_{j \in S} y_j y_j^T \right) \quad \text{subject to} \quad |S| \leq m, \quad S \subseteq [n].$$

Here, $\sum_{j \in S} y_j y_j^T$, the inverse of (scaled) covariance matrix, is called the Fisher information matrix.

Obtaining an exact solution for a mixed-integer nonlinear combinatorial optimization problem like Problem 4 is prohibitively expensive. Convexification is commonly used to solve such a problem [3, 34, 47]. However, we have more than 20,000 pipelines to select from, making convex relaxations also too slow. Moreover, we can find better solutions with the greedy heuristic we present next.

Greedy methods form another popular approach to combinatorial optimization problems like Problem 4. Importantly, the objective function of Problem 4, $f(S) = \log \det \left( \sum_{j \in S} y_j y_j^T \right)$, is submodular. (Recall a set function $g : 2^V \to \mathbb{R}$ defined on a subset of $V$ is submodular if for every $A \subseteq B \subseteq V$ and every element $s \in V \setminus B$, the expression $g(A \cup \{s\}) - g(A)$ is non-increasing in $s$.)
we have $g(A \cup \{s\}) - g(A) \geq g(B \cup \{s\}) - g(B)$. This characterizes a "diminishing return" property.) Given a size constraint, the submodular function maximization problem

$$\begin{align*}
\text{maximize} & \quad g(S) \\
\text{subject to} & \quad S \subseteq V \\
& \quad |S| \leq m
\end{align*}$$

(5)

can be solved with a $1 - \frac{1}{e}$ approximation ratio [29] by the greedy approach: in every step, add the single design vector that maximizes the increase in function value. In D-optimal experiment design, we can compute this increase efficiently using Lemma 3.1.

**Lemma 3.1 (Matrix Determinant Lemma [20, 28]).** For any invertible matrix $A \in \mathbb{R}^{k \times k}$ and $a, b \in \mathbb{R}^k$,

$$\det(A + ab^\top) = \det(A)(1 + b^\top A^{-1}a).$$

At the $t$-th step in our setting, with an already constructed Fisher information matrix $X_t = \sum_{j \in S} y_j y_j^\top$, we have

$$\arg\max_{j \in [n]} \det(X_t + y_j^\top y_j) = \arg\max_{j \in [n]} y_j^\top X_t^{-1} y_j.$$

Here, $y_j^\top X_t^{-1} y_j$ can be seen as the payoff for adding pipeline $j$. From the $t$-th to the $(t+1)$-th step, with the selected design vector at the $t$-th step as $y_t$, we update $X_t$ to $X_{t+1} = X_t + y_t y_t^\top$ by Lemma 3.2.

**Lemma 3.2 (Sherman-Morrison Formula [18, 37]).** For any invertible matrix $A \in \mathbb{R}^{k \times k}$ and $a, b \in \mathbb{R}^k$,

$$(A + ab^\top)^{-1} = A^{-1} - \frac{A^{-1}ab^\top A^{-1}}{1 + b^\top A^{-1}a}.$$  

The initialization problem is solved similarly by the QR method. Given runtime limit $\tau$, we select among columns with corresponding pipelines predicted to finish within $\frac{\tau}{\hat{t}}$. Pseudocode for this initialization algorithm is shown as Algorithm 3. Pseudocode for the greedy algorithm to solve Problem 4 is shown as Algorithm 2, with per-iteration time complexity $O(k^3 + nk^2)$: it takes $O(k^3)$ (for a naive matrix multiplication algorithm) to update $X_t^{-1}$ and $O(nk^2)$ to choose the best pipeline to add.

**Algorithm 2 Greedy algorithm for size-constrained D-design**

**Input:** design vectors $\{y_j\}_{j=1}^n$, in which $y_j \in \mathbb{R}^k$; maximum number of selected pipelines $m$; initial set of designs $S_0 \subseteq [n]$, s.t. $X_0 = \sum_{j \in S_0} y_j y_j^\top$ is non-singular.

**Output:** The selected set of designs $S \subseteq [n]$

```python
function GREEDY_ED_NUMBER
1. $S \leftarrow S_0$
2. do
3. $i \leftarrow \arg\max_{j \in [n]} y_j^\top X_t^{-1} y_j$
4. $S \leftarrow S \cup \{i\}$
5. $X_{t+1} \leftarrow X_t + y_i y_i^\top$
6. while $|S| \leq m$
7. return $S$
```

There remains the problem of how to select an initial set of designs $S$ to start from, such that $X_0 = \sum_{j \in S} y_j y_j^\top = Y Y_0$ is non-singular. This is equivalent to the problem of finding a subset of vectors in $\{y_j\}_{j=1}^n$ that span $\mathbb{R}^k$. We select this sized-$k$ subset $S_0$ to be the first $k$ pivot columns from QR factorization with column pivoting [16, 17] on $Y$, with time complexity $O((n + k)k^2)$.

3.5.2 Greedy method for time-constrained experiment design. We here move on to the realistic case in AutoML pipeline selection: which pipelines should we select to gain an accurate estimate of the entire pipeline space? In this setting, each pipeline is associated with a different cost. We characterize the cost as running time, and form the time-constrained version of experiment design as

$$\begin{align*}
\text{maximize} & \quad \log \det \left( \sum_{j \in S} y_j y_j^\top \right) \\
\text{subject to} & \quad \sum_{j \in S} t_j \leq \tau \\
& \quad S \subseteq [n],
\end{align*}$$

(6)

in which $(\hat{t}_i)_{i=1}^n$ are the estimated pipeline running times. The payoff of adding design $i$ in the $t$-th step can thus be formulated as $y_i^\top X_t^{-1} y_i$: giving Algorithm 3 the greedy method to solve Problem 6.

**Algorithm 3 Greedy algorithm for time-constrained D-design**

**Input:** design vectors $\{y_j\}_{j=1}^n$, in which $y_j \in \mathbb{R}^k$; estimated running time of pipelines $(\hat{t}_i)_{i=1}^n$; maximum running time $\tau$; initial set of designs $S_0 \subseteq [n]$, s.t. $X_0 = \sum_{j \in S_0} y_j y_j^\top$ is non-singular.

**Output:** The selected set of designs $S \subseteq [n]$

```python
function GREEDY_ED_TIME
1. $S \leftarrow S_0$
2. do
3. $i \leftarrow \arg\max_{j \in [n]} \frac{y_j^\top X_t^{-1} y_j}{\hat{t}_j}$
4. $S \leftarrow S \cup \{i\}$
5. $X_{t+1} \leftarrow X_t + y_i y_i^\top$
6. while $\sum_{i \in S} \hat{t}_i \leq \tau$
7. return $S$
```

The initialization problem is solved similarly by the QR method. Given runtime limit $\tau$, we select among columns with corresponding pipelines predicted to finish within $\frac{\tau}{\hat{t}}$. Pseudocode for this initialization algorithm is shown as Algorithm 4.

**Algorithm 4 Initialization of the greedy algorithm for time-constrained D-design, by QR factorization with column pivoting**

**Input:** design vectors $\{y_j\}_{j=1}^n$, in which $y_j \in \mathbb{R}^k$; (predicted) running time of all pipelines $(\hat{t}_i)_{i=1}^n$; maximum running time $\tau$

**Output:** A subset of designs $S_0 \subseteq [n]$ for Algorithm 3 initialization

```python
function QR_INITIALIZATION
1. $S_{\text{valid}} \leftarrow \{i \in [n] : \hat{t}_i \leq \frac{\tau}{\hat{t}_0} \}$
2. $S_0 \leftarrow \emptyset$, $t_{\text{sum}} \leftarrow 0$
3. if $|S_{\text{valid}}| < k$ then
4. $i \leftarrow \arg\min_{j \in [n]} \frac{t_j}{\hat{t}_j}$
5. $S_0 \leftarrow S_0 \cup \{i\}$
6. $t_{\text{sum}} \leftarrow t_{\text{sum}} + \hat{t}_i$
7. while $t_{\text{sum}} \leq \tau$
8. return $S_0$
```

A corner case of Algorithm 4, shown as Case 1, is that there are not enough pipelines predicted to be able to finish within time limit.
This corresponds to the case that the runtime limit is relatively small compared to the time of fitting pipelines on current dataset. In this case we greedily select the fast pipelines and do not run Algorithm 3 afterwards.

As a side note, the assumption that performance of different pipelines are predicted with equal variance is not quite realistic, especially when some components have much more pipelines than others. If the variance is known (but unequal), we obtain a weighted least squares problem. In the error matrix $E$, we can estimate the variance of prediction error of each pipeline $j \in [n]$ by the sample variance of $e_j = X^T y_j$ and select the promising pipelines with the goal of minimizing the rescaled covariance. Practically, however, this rescaled method does not systematically improve on the standard least squares approach in our experiments (shown in Appendix B), so we retrench to the simpler approach.

4 EXPERIMENTAL EVALUATIONS

Code for all experiments is in the GitHub repository at https://github.com/udellgroup/oobe. We use a Linux machine with 128 Intel® Xeon® E7-4850 v4 2.10GHz CPU cores and 1056GB memory. Offline, we collect cross-validated pipeline performance on meta-training datasets: 215 OpenML [13, 42] classification datasets with number of data points between 150 and 10,000, listed in Appendix A.1. The 215 datasets are chosen alphabetically. Pipelines are combinations of the machine learning components shown in Appendix A.3, Table 2, which lists 4 data imputers, 2 encoders, 2 standardizers, 8 dimensionality reducers and 183 estimators, resulting in 23,424 linear pipeline candidates in total.

4.1 Comparison with Time-Constrained AutoML Pipeline Build Systems

In this section, we demonstrate the performance of TensorOboe as an AutoML system for pipeline selection.

A naive approach for pipeline selection is to choose the one that on average performs the best among all meta-training datasets, which we call the baseline pipeline. Given the pipeline selection problem, it is common for human practitioners to try out the best pipeline at the very beginning. On our meta-training datasets, the baseline pipeline is: impute missing entries with the mode, encode categorical features as integers, standardize each feature, remove features with 0 variance, and classify by gradient boosting with learning rate 0.25 and maximum depth 3. The baseline pipeline has an average ranking of 1568 among all 23,424 pipelines across all 215 meta-training datasets.

Human practitioners may also reduce the number of trials by choosing certain pipeline components to be the type that performs the best on average. Figure 5, however, shows that although some estimator types (gradient boosting and multilayer perceptron) are commonly seen among the best pipelines, no estimator type uniformly dominates the rest.

We compare TensorOboe with auto-sklearn [11], TPOT [30], and the baseline pipeline in Figure 6. To ensure fair comparisons, we use a single CPU core for each AutoML system. We allow each to choose from the same primitives. We can see that:

1. All AutoML frameworks are able to construct pipelines that outperform the baseline on average once the method returns a pipeline (for auto-sklearn, this takes 30 seconds).
2. TensorOboe on average outperforms the competing methods and produces meaningful pipeline configurations fastest.
3. With the longer running time in Figure 6b, TensorOboe still outperforms in most cases.

These results show that TensorOboe is able to accurately approximate the hyperparameter landscape. We discuss these results in greater detail in Section 4.5.

4.2 Tensor Completion vs Matrix Completion for Error Tensor Completion

Given meta-training data $(D, P, P(D))$ on a subset of dataset-pipeline combinations, a good surrogate model should accurately predict the performance of new dataset-pipeline combinations.

Figure 7 shows that most pipelines run quickly on most datasets: for example, over 90% finish in less than 20 seconds and over 95% finish in less than 80 seconds.

Figure 8 compares relative errors of predictions by tensor and matrix surrogate models. For each runtime threshold, we treat pipeline-dataset combinations with running time less than the threshold as training data, and those that take longer than threshold and less than 120 seconds as test. We compute relative errors on test data, hence the name "runtime generalization". To ensure a fair comparison, we set the dataset and estimator ranks to be equal in...
We compare the performance of different approaches to solve the experiment design problem, so as to choose which pipelines we should sample. Recall that there are two approaches:

- **Convexification**: Solve the relaxed problem \( \text{Equation 6 with } v_i \in [0, 1], \forall i \in [n] \) with an SLSQP solver, sort the entries in the optimal solution \( v^* \), and greedily add the pipeline with large \( v_i^* \) until the runtime limit is reached.

- **Greedy**: Solve the original integer programming problem \( \text{Equation 6} \) by the greedy algorithm (Algorithm 3), initialized by time-constrained QR (Algorithm 4).

For our problem, the greedy approach is superior, since the convexification method is prohibitive on our large \( 215 \times 23424 \) error matrix. Hence we compare these methods on a subset of pipelines that only differ by estimators, 183 in total. This setting matches an experiment in [47]. Shown in Figure 9, we can see that:

1. The greedy method performs better for cold-start than convexification (Figure 9a): it selects informative designs that better predict the high-performing pipelines (Figure 9b).

2. The greedy method is more than 30x faster than convexification, which allows TensorOboe to devote its runtime budget to fitting pipelines instead of searching for the informative pipelines.

3. Shown in Figure 9d, the greedy algorithm still takes a fair amount of time if the number of designs we select is large; however, the dataset ranks we choose are less than 50, so it generally takes less than 10 seconds to choose informative pipelines. This time can be further reduced using Lemma 3.2.

### 4.3 Cold-Start Performance by Greedy Experiment Design

We compare the performance of different approaches to solve the experiment design problem, so as to choose which pipelines we should sample. Recall that there are two approaches:
Table 1: Runtime prediction accuracy on OpenML datasets

<table>
<thead>
<tr>
<th>Pipeline estimator type</th>
<th>Runtime prediction accuracy (within factor of 2)</th>
<th>Runtime prediction accuracy (within factor of 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaboost</td>
<td>73.6%</td>
<td>86.9%</td>
</tr>
<tr>
<td>Decision tree</td>
<td>62.7%</td>
<td>78.9%</td>
</tr>
<tr>
<td>Extra trees</td>
<td>71.0%</td>
<td>83.8%</td>
</tr>
<tr>
<td>Gradient boosting</td>
<td>53.4%</td>
<td>77.5%</td>
</tr>
<tr>
<td>Gaussian naive Bayes</td>
<td>67.3%</td>
<td>82.3%</td>
</tr>
<tr>
<td>kNN</td>
<td>68.7%</td>
<td>84.4%</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>53.6%</td>
<td>76.1%</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>74.5%</td>
<td>88.9%</td>
</tr>
<tr>
<td>Perceptron</td>
<td>64.5%</td>
<td>82.2%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>69.5%</td>
<td>84.9%</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>56.8%</td>
<td>79.5%</td>
</tr>
</tbody>
</table>

4.4 Pipeline Runtime Prediction Performance

Runtime prediction accuracy is critical for the performance of our time-constrained pipeline selection system. Recall that our predictions use order-3 polynomial regression on $n^D$ and $p^D$, the numbers of data points and features in $D$, and their logarithms. We shown in Table 1 that this runtime predictor performs well.

4.5 Learning the Hyperparameter Landscapes

Hyperparameter landscapes plot pipeline performance with respect to hyperparameter values. While parameter landscapes have been extensively studied, especially in the deep learning context (for example, [15, 23, 26]), hyperparameter landscapes are less studied. The previous sections focus on how we can choose among different pipeline component types. In this section, we show that our tensor surrogate model is able to learn hyperparameter landscapes of different estimator types that exhibit qualitatively different behaviors.

Figure 10 shows some examples of both real and predicted hyperparameter landscapes after running our system for 135 seconds. We can see that our predictions match the overall tendencies of the curves. Larger plots (Figure 13 in Appendix C) show our predictions also capture most of the small variations in these landscapes.

Note TensorOboe does not use a subroutine for hyperparameter optimization: it chooses the hyperparameter for each estimator from a predefined grid of values instead of optimizing hyperparameters by, for example, Bayesian optimization. The hyperparameter landscapes visualized here give confidence that grid search effectively samples performant hyperparameter settings within the range of hyperparameters: a coarse grid suffices.

5 OVERFITTING ANALYSIS

Two types of overfitting are of concern in AutoML systems: traditional overfitting (overfitting of models on training folds) and meta-overfitting (overfitting of AutoML surrogate models).

Traditional overfitting may happen in any machine learning system, and is often mitigated by controlling model complexity, cross validation on training set, etc. In TensorOboe, we always evaluate pipelines by k-fold cross validation, and build an ensemble since the pipeline with lowest cross-validation error may not be the one with lowest test error.

Meta-overfitting happens when meta-training datasets are biased in some sense, and when the surrogate model is so complex that it captures noise in addition to model performance. We mitigate meta-overfitting in the following ways: The OpenML meta-training datasets we collect have diverse topics ranging among multiple science and sociology disciplines. The surrogate model we use is low rank tensor decomposition, a model with low complexity. It denoises cross-validated pipeline error, as discussed in Section 2.

Meta-overfitting still presents many perils. The surrogate model may lack training instances. For example, the perceptron algorithm never performs the best on any meta-training dataset, as shown in Figure 5. Hence TensorOboe is unlikely ever to choose a perceptron pipeline. To mitigate this problem, we must collect pipeline performance in a larger space, or consider if the perceptron algorithm (for example) is truly dominated. Another possible source of meta-overfitting is that our meta-training datasets have no more than 10,000 points and smaller number of features. Order-3 polynomial runtime predictors may not generalize well to larger problems.

6 SUMMARY

This paper develops TensorOboe, a new structured model based on tensor decomposition for AutoML pipeline selection. The low multilinear rank tensor surrogate model allows us to efficiently learn about new datasets. The greedy experiment design method selects informative pipelines to evaluate. Together, TensorOboe tames the combinatorial complexity of the pipeline search space: the time complexity scales linearly in the number of candidates for each pipeline component. Empirically, TensorOboe relies on more offline work than competing methods, but such work pays off to improve on the state of the art in AutoML pipeline selection.
This paper is the first tensor method for pipeline selection. There are many avenues for improvement and extensions. For example, one could enlarge the pipeline search space, explore nonlinear surrogate models, explore different mechanisms to initialize the greedy method, develop an extension for neural architecture search, and design task-oriented pipeline selection systems that have better performance on domain-specific datasets. Further, the combinatorial space may be better handled by a method that dynamically adapts to the results of finished pipeline runs, thus leveraging its conditional structure.
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For reproducibility, refer to Section A for datasets and the pipeline search space. All the code is in the GitHub repository at https://github.com/udellgroup/oboe.

A REPRODUCIBILITY FOR META-TRAINING

A.1 Meta-training OpenML Datasets


A.2 Meta-test UCI Datasets


A.3 Pipeline Search Space

We build pipelines using scikit-learn [32] primitives. The available components are listed in Table 2. “null” denotes a pass-through.

B EXPERIMENT DESIGN FOR WEIGHTED LEAST SQUARES

When factorizing the error matrix by SVD, we approximate performance of different pipelines to different accuracies. Different accuracies can be characterized by different variances in the linear regression model, thus the weighted least squares (WLS) model that would theoretically give the best linear unbiased estimate to the new dataset embedding may perform better.

In detail, recall that the constrained $D$-optimal experiment design formulation relies on the assumption that a low rank matrix multiplication model $X^T Y = E$, the error term in linear regression $e \sim \mathcal{N}(0, \sigma^2 I)$, which means each pipeline is predicted to the same accuracy. In the WLS version of our pipeline performance estimation setting, the pipeline performance vector of the new dataset can be written as $e = X^T x + \epsilon$, in which $\epsilon \sim \mathcal{N}(0, \Sigma)$.

For meta-training, we approximate per-

When factorizing the error matrix by SVD, we approximate performance of different pipelines to different accuracies. Different accuracies can be characterized by different variances in the linear regression model, thus the weighted least squares (WLS) model that would theoretically give the best linear unbiased estimate to the new dataset embedding may perform better.

In detail, recall that the constrained $D$-optimal experiment design formulation relies on the assumption that a low rank matrix multiplication model $X^T Y = E$, the error term in linear regression $e \sim \mathcal{N}(0, \sigma^2 I)$, which means each pipeline is predicted to the same accuracy. In the WLS version of our pipeline performance estimation setting, the pipeline performance vector of the new dataset can be written as $e = X^T x + \epsilon$, in which $\epsilon \sim \mathcal{N}(0, \Sigma)$.

$\Sigma = \text{diag}(\sigma_1^2, \sigma_2^2, \ldots, \sigma_n^2)$ is a covariance matrix; diagonal in the weighted least squares setting. For each pipeline $j \in [n]$, we estimate the variance by the sample variance of $e_j = X^T y_j$, and show a histogram in Figure 11.

![Figure 11: Standard deviation of prediction accuracy of each pipeline, across meta-training datasets.](image)

In this case, the time-constrained $D$-experiment design problem to solve becomes

$$\begin{align*}
\text{minimize} & \quad \log \det \left( \sum_{j=1}^n v_j \frac{y_j y_j^T}{\sigma_j^2} \right)^{-1} \\
\text{subject to} & \quad \sum_{j=1}^n v_j \hat{i}_j \leq \tau \\
& \quad v_j \in \{0, 1\}, \forall j \in [n].
\end{align*}$$

(7)

The corresponding greedy approach, which we call weighted-greedy, is shown as Algorithm 5. It differs from the ordinary greedy approach in that each $y_j$ is scaled by $1/\sigma_j$. Figure 12 shows its performance compared to convexification and greedy. We can see the weighted-greedy approach performs similarly to the ordinary greedy approach in our experiments.

Algorithm 5 Greedy algorithm for time-constrained $D$-design in WLS setting, with QR initialization

**Input**: design vectors $\{y_j\}_{j=1}^n$, in which $y_j \in \mathbb{R}^k$; pipeline estimation variances $\{\sigma_j^2\}_{j=1}^n$ (predicted) running time of all pipelines $\{\hat{i}_j\}_{j=1}^n$; maximum running time $\tau$  

**Output**: The selected set of designs $S \subseteq [n]$  

1. $y_j \leftarrow y_j/\sigma_j, \forall j \in [n]$  
2. $S_0 \leftarrow \text{QR initialization}(\{y_j\}_{j=1}^n, \{\hat{i}_j\}_{j=1}^n, \tau)$  
3. $S \leftarrow \text{Greedy_without_repetition}(\{y_j\}_{j=1}^n, \{\hat{i}_j\}_{j=1}^n, \tau, S_0)$
Table 2: Pipeline search space

<table>
<thead>
<tr>
<th>Component</th>
<th>Algorithm type</th>
<th>Hyperparameter names (values)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data imputer</td>
<td>Simple imputer</td>
<td>strategy (mean, median, most_frequent, constant)</td>
</tr>
<tr>
<td>Encoder</td>
<td>null</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OneHotEncoder</td>
<td>handle_unknown (ignore), sparse (0)</td>
</tr>
<tr>
<td>Standardizer</td>
<td>null</td>
<td></td>
</tr>
<tr>
<td></td>
<td>StandardScaler</td>
<td></td>
</tr>
<tr>
<td>Dimensionality</td>
<td>null</td>
<td></td>
</tr>
<tr>
<td>reducer</td>
<td>PCA</td>
<td>n_components (25%, 50%, 75%)</td>
</tr>
<tr>
<td></td>
<td>VarianceThreshold</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SelectKBest</td>
<td>k (25%, 50%, 75%)</td>
</tr>
<tr>
<td>Estimator</td>
<td>Adaboost</td>
<td>n_estimators (50, 100), learning_rate (1.0, 1.5, 2.0, 2.5, 3)</td>
</tr>
<tr>
<td></td>
<td>Decision tree</td>
<td>min_samples_split (2, 4, 8, 16, 32, 64, 128, 256, 512, 1024, 0.01, 0.001, 1e-4, 1e-5)</td>
</tr>
<tr>
<td></td>
<td>Extra trees</td>
<td>min_samples_split (2, 4, 8, 16, 32, 64, 128, 256, 512, 1024, 0.01, 0.001, 1e-4, 1e-5), criterion (gini, entropy)</td>
</tr>
<tr>
<td></td>
<td>Gradient boosting</td>
<td>learning_rate (0.001, 0.01, 0.025, 0.05, 0.1, 0.25, 0.5), max_depth (3, 6), max_features (null, log2)</td>
</tr>
<tr>
<td></td>
<td>Gaussian naive Bayes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>kNN</td>
<td>n_neighbors (1, 3, 5, 7, 9, 11, 13, 15), p (1, 2)</td>
</tr>
<tr>
<td></td>
<td>Logistic regression</td>
<td>C (0.25, 0.5, 0.75, 1.5, 2.3, 4), solver (liblinear, saga), penalty (l1, l2)</td>
</tr>
<tr>
<td></td>
<td>Multilayer</td>
<td>learning_rate_init (1e-4, 0.001, 0.01), learning_rate (adaptive), solver</td>
</tr>
<tr>
<td></td>
<td>perceptron</td>
<td>(sgd, adam), alpha (1e-4, 0.01)</td>
</tr>
<tr>
<td></td>
<td>Random forest</td>
<td>min_samples_split (2, 4, 8, 16, 32, 64, 128, 256, 512, 1024, 0.01, 0.001, 1e-4, 1e-5), criterion (gini, entropy)</td>
</tr>
<tr>
<td></td>
<td>Linear SVM</td>
<td>C (0.125, 0.25, 0.5, 0.75, 1.2, 4, 8, 16)</td>
</tr>
</tbody>
</table>

(a) Regret on the subsampled error matrix (215-by-183) for estimator search, including the weighted-greedy method.  
(b) Regret on the full error matrix (215-by-23424) for pipeline search, including the weighted-greedy method.

Figure 12: Comparison of time-constrained experiment design methods, including the weighted-greedy method.

C ZOOMED-IN HYPERPARAMETER LANDSCAPES

(a) Extra trees on Dataset 23 (1473 points, 10 features)  
(b) Decision tree on Dataset 1014 (797 points, 5 features)  
(c) kNN on Dataset 799 (1000 points, 6 features)  
(d) Logistic regression on Dataset 40971 (1000 data points, 24 features)

Figure 13: Zoomed-in hyperparameter landscapes in Figure 10. The y-axes here do not start from 0.