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Preface

Abstract
The potential of computer communication is, at present, severely handicapped by
the poor performance of wide-area networks. The geographically dispersed clusters
of machines operated by military, commercial, government, and research organiza-
tions are information and resource “islands” that limit the efficiency, capability, and
responsiveness of these organizations. Moreover, distributed environments and more
performance-demanding applications will characterize future wide-area communica-
tion. Consequently, wide-area networks that are matched in delay and bandwidth to
the performance of local area and metropolitan area networks are required to solve
today’s and tomorrow’s communication needs.

Optical fiber provides a long distance channel technology that makes this goal
feasible. As a consequence, communication networks are evolving towards a new
physical layer. Fibers replace twisted pairs and coaxial cables, and bring with them
the benefit of very high bandwidth, two or three orders of magnitude higher than that
of the existing networks. However, this benefit can easily be wasted if an inappropriate
switching technique is used for these high-bandwidth networks.

Packet-switching and circuit-switching are two possible techniques to be used in
high-performance communication. Circuit-switching is characterized by static allo-
cation of communication resources. Packet-switching, on the other hand, exercises
dynamic allocation of the communication channel.

At a first glance it may seem that, because of the very large bandwidth available

in fiber-optic networks, circuit-switching would be the preferred switching technique.
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I claim, however, that circuit-switching is a poor choice for high-speed, distributed-
environment computer traffic, and I make the case for packet-switching. The challenge
is, consequently, to provide packet-switching node that handle high data rates with
minimal delay. In particular, the switching node must minimize the packet-routing
decision delay. Also, it must be able to make switching decisions at the packet rate,
which is determined by the traffic on the incoming channels.

In a photonic network the signal propagates through the network as light, is
amplified, possibly regenerated, and switched as light, without being converted to an
electrical signal at any stage of its path through the network. One step further, which
is considered in this work, consists of implementation of the switching nodes based on
photonic devices only (i.e., without any electronic devices). Such an implementation
possesses some salient advantages over the conventional electronic implementation
such as immunity to electro-magnetic interference, increased speed and bandwidth,
higher security, lower design complexity, and increased design flexibility. However,
because of the prediction that optical RAM will, at least in the near future, remain
expensive, the conventional electronic architecture of a switch needs to be replaced
by an architecture suitable for photonic implementation. Blazenet, introduced in
this work, is a packet-switching network based on optical fiber and high-performance
switching nodes. Blazenet provides an appropriate solution for photonically imple-
mentable, wide-area switching node architecture. Using the Blazenet design, the
data path of the switching node can be fully photonically implemented with today’s
state-of-the-art technology.

However, the importance of Blazenet extends beyond providing another commu-
nication network design. The Blazenet concept demonstrates the feasibility of packet-
switching in high speed networks. In other words, the Blazenet design shows that it
is not necessary to resort to circuit-switching to handle the data rates made possible
by optical fiber. The network is presented here as a wide-area network. I see it as a
backbone network whose nodes are gateways to other networks. However, the con-
cept of Blazenet is easily applied to smaller networks and, with some constraints on

maximum packet size, even to local-area networks.
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Chapter 1

Introduction

1.1 Motivation

The main motivation behind this research is to design a wide-area network (WAN)
whose level of performance is comparative to that of a local-area network (LAN), or

in other words:

To provide LAN-grade of performance in WAN.

This envisioned high-performance wide-area network is a backbone network that
connects many local-area networks. Jobs with appropriate qualifiers are submitted
by the users of these local-area networks. These qualifiers consist, for example, of
the required machine speed, load, or available software. A job can be executed on a
machine residing on other local-area network than the one the user resides on. The
user, however, is not supposed to notice whether the job is executed on his machine, on
a machine in his local environment, or on a machine physically located a few thousand
miles away. In this way, all the resources connected by this high-performance wide-
area network turn into one big (distributed) computing environment, an environment
that can be spread over hundreds or thousands of miles. Nevertheless, the user gets
the impression that all the resources are located in his immediate vicinity. Thus
the idea is to adopt the approach of local distributed environments and extend it to

wide-area distributed environment.



The wide-area networks of today cannot support such performance; the delays as-
sociated with transmission of a message over the existing networks and the throughput
of these networks make them totally unsuitable for future communication require-
ments. Consequently, the need for high-performance wide-area networks has been
expressed ([4, 5, 6, 7, 8]).

This chapter introduces some terms that are extensively used throughout this
work: high-performance communication, switching techniques, fiber-optic communi-

cation, and photonic switching and processing.

1.2 High-performance communication

High-performance (H-P) communication is essential for development of future com-
puting environments, which will be characterized by distributed processing and dis-
tributed information. By high-performance communication I mean low-delay, multi-
point, on-demand delivery of large amounts of data (on the order of Mbits). I will
discuss these concepts in this chapter.

The low-delay requirement is necessary to achieve the goal of high-performance
communication: the local-area-like response over a wide-area network. However, the
even more basic reason for the need for low delay is that distributed systems per-
formance is vulnerable if long latency is associated with a transaction. The classical
example is atomic transactions. Consider, for example, an atomic operation per-
formed on different, physically remote, machines. In particular consider a distributed
database. An update in the database needs, in general, to lock access to some infor-
mation residing on more than one machine. If the locking operation of data in distant
machines is slow because of the network speed, the concurrency of other transactions
will be affected, and the performance of the whole system degraded. This is espe-
cially significant in a distributed environment, in which a transaction may involve
many machines. (Moreover, if the network is slow, some of the timers associated with
the transaction may expire, and, as a result, additional overhead and delay may be

required to determine the status of the transaction.) Thus, the low-delay requirement



is crucial if high-performance communication is to be realized. Low-delay is also re-
quired for real-time traffic such as voice and interactive video (for example, delay on
the order of 50 msec is required for voice communication), and for remote control
operation (for example, remote robotics or interactive games).

It should be stressed that high-capacity (large bandwidth) systems are not suf-
ficient to provide high-performance communication, because such systems are not
necessarily low-delay. For example, high-capacity satellite communication, in spite of
the fact that it has large bandwidth, suffers from long delays.

Multi-point communication is the ability of the network to set up a connection
between more than two entities in such a way that a single transmission initiated
by any member of the group is automatically received by all the members of the
group. This requirement, though not essential, is very helpful in some environments.
Multi-user conferencing, multicast queries (sending the same query to multiple recip-
ients by transmitting it only once), and timely update of network status are a few
examples where multi-point communication is beneficial. Also, broadcast, which is a
special instant of multicast, is essential in some situation such as an environment with
mobile hosts. Multi-point communication is not a basic feature of network design,
and can be implemented by higher layers (like the transport layer, for example). It
is, however, in my opinion an extremely useful feature, and should be provided as a
service by the network itself. The reason is that multi-point communication is also
used for managing the network (coping with emergency situations, regulating load,
distributing the network status, etc.), thus providing improved performance on the
network level.

The on-demand characteristic refers to the unpredictable (random) manner in
which information is required to be transmitted over the network. The unpre-
dictability of the information transmission pattern in high-performance networks
arises mainly from the types of applications expected to use these networks (worksta-
tions requiring a rare access to remote storage and using the transactional communi-
cation model, for example), as well as from the fact that these networks are supposed
to support many users with different requirements, users residing on different and

heterogeneous local networks. Another reason for the randomness of the traffic in



high-performance networks is the use of various data compression algorithms whose
purpose is to reduce the bandwidth requirements. For example, a digitized video sig-
nal that undergoes data compression may turn into traffic with constantly changing
bandwidth requirements.

Somewhat connected to the on-demand characteristic, is the increased burstiness
of the traffic on high-performance networks. The source of this characteristic is the
high-speed transmission associated with such networks. The increase in the com-
munication bandwidth “shrinks” the transmission time of information, resulting in
increased traffic burstiness ([9]). Furthermore, some of the traffic that appears to be
of the stream type on low-speed links, becomes more of the bursty type on high-speed
links. For example, packetized voice and video (possibly compressed) looks like short
bursts when transmitted over a multi-gigabit-per-second link. Because of the aggre-
gation of many such traffic patterns on a single high-speed channel, the resulting
traffic appears to be a highly random process.

The characteristic of large data size is determined by the nature of the applications
that are expected to use high-performance networking. For example, it is necessary
to transmit 3 Mbytes to fill a single color monitor screen of 1000 x 1000 points using
the 24 bit/pixel RGB representation (as in interactive video and data application, for
example) . (The corresponding transmission rate is, in this case, 1440 Mbit/sec.) As
many as 200 Mbytes are needed to store a single-page, high-resolution color poster;
500 Mbytes are needed for a few page color brochure ([10]). HDTV (High-Definition
TV), if uncompressed, may require as much as 100 — 200 Mbyte/sec transmission
speed ([11]). A single X-ray takes about 30 Mbytes. Advanced medical imaging tech-
niques (CT, MRI, etc.) produce about a dozen of images during a single test ([10]),
which need to be catalogued and latter retrieved, possibly many times, for reference
and comparison. Similar examples illustrating the large required data volumes can
be found in the fields of geology, astronomy, mechanical engineering, etc. Also, in
spite of the fact that most of the above applications can use lossy data compres-
sion techniques, possibly reducing the required bandwidth by factors of 10 to 1000
([12, 4]), the resulting data volumes remain large. (Moreover, medical imaging data

can be compressed with techniques that introduce only limited amount of noise and



distortion, and hence have a much lower data compression ratio.)

Another source of the large data size in high-performance communication is the
trend, as communication becomes cheaper, to send a piece of information each time it
is needed and not to permanently keep it stored. Some examples are diskless worksta-
tions, font files attached to every document, and context loading for Al environments.
This trend to rely on communication, rather than on stored information, has several
motivations. In some cases the justification is the difference between hardware and
software implementations of a different equipment. Thus, for instance, instead of
assuming some standard fonts implementation, a document can be accompanied by
the required font definition and not rely on the font definition in the destination
printer. In other cases, as in diskless workstations for example, lowering the price
of the hardware is the driving force. Yet another reason might be the fact that as
networks become a common, cheap, and fast resource it might be quicker to copy a
piece of software from the main memory of another machine, than to get it from a
magnetic tape or an optical disc. Whatever the reason is, the fact is that the amount
of data involved in future transactions is, on average, expected to increase.

Somewhat connected to the trend of transmitting the data rather the storing
it, is the trend of remote program execution. In this case, instead of using the
local computing power, a program with its data is transmitted over the network to
a remote facility to be executed there. (Also, programs can migrate throughout a
network in the middle of their execution.) The reasons for such an action are the
specific attributes needed for the program execution or simply better load condition
on the remote machine. In any case, such a transfer will, in general, be associated
with large data volumes, since the code (source or object) and possibly the data will
be of large size.

Also, as communication becomes cheaper and high-performance communication
becomes available to private users, new commercial applications will emerge that will
utilize the capability provided by such communication. Examples are HDTV, high-
quality voice transmission suitable for voice identification and speech recognition,
hypermedia ([13]), distributed electronic games, etc.

It is important to note that the on-demand characteristic of high-performance



communication is crucial in designing the communication system. The following
example illustrates this point.

Site A needs to process medical image data (to perform FFTs, for example) on a
powerful processor located at site B. The processing is done on pictures composed of
1000 x 1000 pixels each. Assuming 8 bit/pixel representation, each picture requires
1 Mbyte. Assume that the processing requires that the data of a whole picture be
present before the processing on this picture starts. Suppose that the time to process
a single picture is 100 msec. A satisfactory solution is to provide a low-speed, low-
throughput, channel (1 Mbps, for example) that constantly sends the data from A
to B. B buffers the data and passes it to the processor at processor pace. However,
if the next picture to be processed depends on the results of the computation done
on the previous one, the effective time within which the whole process is performed
is the sum of the times for the two serially done processes: transmission over the
network and processing at the processor. Because the link is a low-speed one, each
100 msec of the processor operation will be interleaved with 8 sec of waiting for the
next picture to arrive. Note that I have assumed that the network introduces no
delay. In reality, if the channel is low-speed, additional delay is introduced. Another
solution is to provide a high-speed, high-throughput channel (of 1 Gbps, for instance),
used only when B issues a request for the next picture of data. Now the rate at which
the whole process is performed is approximately the processing rate only, since the
transmission is done at very high speed. Thus the processor receives the next picture
only 8 msec after the request is initiated (neglecting the propagation delay introduced
by the channel), and the 100 msec processing periods are interleaved with only 8 msec
transmission overhead. Moreover, retransmissions, required because of errors, have a
minor effect on the whole process rate in this case. The two solutions are sketched in
Figure 1.1.

The remainder of this chapter presents some examples of applications that illus-
trate the need for high-performance communication.

Large-scale distributed data base systems in general, and file systems in particular,
are applicatiohs that require high-performance communication. Caching the data in

a file system is usually an unpredictable process. Thus, the data in a file system is
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Figure 1.1: Low- vs. high-throughput channel for traffic with the on-demand charac-
teristics '

accessed on an on-demand basis. Moreover, large caches, which tend to have improved
performance, need to communicate large amounts of data. Thus high-throughput is
required. Furthermore, in order to keep the data base consistent, fast communication
is needed. Finally, because the data base is distributed and replicated, multi-point
communication is important.

Another example of the need for high-performance communication is multi-media
conferencing. Such systems obviously require multi-point communication. Various
mixtures of transmission are involved: image, high-resolution graphics, voice, etc.
Some of the data types require communication of large amounts of data. Most of
the communication is done on an on-demand basis by the current speaker, who upon
receiving the “floor,” may send a large chunk of data that includes a mixture of
multiple types of data.

Some examples involve systems that do not possess all the four characteristics
of high-performance communication (low-delay, multi-point, on-demand, and large
amount of data). One such example is a data base of high-resolution images. In this
particular case, there is no requirement for multi-point delivery, but the other char-

acteristics of high-performance communication are required. The low-delay is needed



for displaying the results of the browse operation through the database. Since brows-
ing is selective, an unpredictable data access is required. Also, a large amount of data
must be transmitted because of the high-resolution character of the images. As the
example shows, even those applications that may not require all the characteristics of
high-performance communication can greatly benefit from the high-performance com-
munication. Moreover, integration of different traffic having different requirements,
can be more easily performed in systems that offer a broader range of services.
I have presented a few examples of applications where the need for high-performance

communication exists. These are only representative examples; I expect many other

applications to arise when high-performance wide-area communication becomes truly
available.

1.3 Overview of switching techniques

The switching techniques used in communication networks in general, and in com-
puter networks in particular are: circuit-switching, message-switching, and packet-
switching. Circuit-switching is characterized by static allocation of sub-channels cre-
ated by partitioning the total channel capacity. These sub-channels are assigned to
a particular pair of source/destination hosts for the whole period of the conversation
between these two entities. In its conventional implementation, circuit-switching re-
quires a setup procedure that sets a path (composed of a sequence of sub-channels)
from source to destination. This setup procedure, which precedes the actual exchange
of information between the two entities can be a lengthy process, especially for a con-
nection involving a large number of hops. However, once a path is set, there is no
delay in the exchange of the information between the two entities; the path is always
available, since it is dedicated to the conversation. Figure 1.2 shows an example of
the circuit-switching scheme.

Packet- and message- switching differ from circuit-switching in the dynamic na-
ture of their bandwidth allocation. In these methods a channel is not dedicated to

any traffic, but is shared on a time-division basis between all the users requesting the
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Figure 1.2: A circuit-switching example

channel. No setup procedure is involved in a conversation, and the information is im-
mediately forwarded on the appropriate channel as the channel becomes available. In
the message-switching scheme the whole message travels through the network as one
unit, whereas in the packet-switchingscheme a message is divided into smaller quanta,
called packets. Packets are (usually) of fixed length, and much shorter than the av-
erage message length. Packets of the same message travel independently through
the network from the source to the destination and, in general, may follow different
paths. Thus, packets may be received at the destination in an out-of-order sequence.
In both message- and packet- switching schemes, queues form at the entrances to
links, because of the statistical variations in the arrival of different traffic streams at
switching nodes. Consequently, messages and packets are delayed in each one of the
switching nodes on their path.

A message in the message-switching scheme (and a packet in the packet-switching
scheme) has to be completely received in a switching node before it is forwarded on
an output link. Thus, a packet in a packet-switching network encounters a smaller
delay than a message in the message-switching network. However, while packets of

the same message travel through a network, the inter-packet gaps between packets of



space

g | cmengcn [
\r_/
\

\!

DEST.

time
Figure 1.3: A message-switching example

the message increase because of the interruption caused by packets of other messages.
Consequently, in order to compare the two schemes, one needs to evaluated the delay
for a particular set of network parameters. An example of the message-switching
scheme is shown in Figure 1.3 and of the packet-switching in Figure 1.4.

An improvement to both message- and packet-switching introduced by Kermani
and Kleinrock ([14, 15]) called virtual cut-through switching, takes advantage of the
fact that a message (packet) arriving at an available output link does not need to be
completely received. In fact, only the header of a message (packet) must be received
in order for the message (packet) to be forwarded. Further improvement to the virtual
cut-through was introduced by Ilyas ([16]). In this case, a message (packet) arriving
at an empty queue does not need to be completely received and will wait till the
link output becomes available. Finally, Abo-Taleb and Mouftah ([17]) introduced the
general cut-through permitting an arriving message (packet) to be partially received
even if the output queue is occupied. In this scheme, a message (packet) will be
completely received only if the waiting time for the output link exceeds the time

needed to receive the message (packet). An example of the general cut-through is
presented in Figure 1.5.

10



space

SOUR

DEST. { N [ N

-

time
Figure 1.4: A packet-switching example
space
SOUR
»
DEST., -

time

Figure 1.5: A general cut-through switching example
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Circuit-switching has been traditionally used for voice applications, where, on av-
erage, the duration of a conversation is long compared to the setup time. Computer
traffic, by contrast, is known to be bursty ([18, 19, 20]), requiring usually large band-
width for a short time duration. In general, because of the static allocation of the
bandwidth, circuit-switching performs poorly in computer networks compared to the
packet-switching technique ([20]). This fact was the justification behind wide-area
packet-switching networks like Arpanet, Transpack, Tymnet, Telenet, etc.

These wide-area networks cannot, however, support high-performance commu-
nication because of their long delay and low-throughput characteristics. Moreover,
the introduction of new technologies such as fiber-optic communication and photonic
switching and processing changes most of these networks’ parameters, reviving the
question of what is the best switching technique for such networks. Intuitively, it is
clear that as the bandwidth of a network link increases, the packets “shrink” in time,
thus creating more bursty traffic, which, as mentioned, makes the packet-switching
technique preferable. On the other hand, the introduction of the transactional com-
munication model ([21], see Figure 1.6), the expected increase in the message size,
and the possibility of canceling the setup stage, suggest that circuit-switching may be
preferable. Moreover, if the bandwidth is increased dramatically, it might be possible
to permanently dedicate a sub-channel to every pair of communicating entities in the
network, creating the fully connected topology. This work shows, however, that for a
reasonable range of network parameters packet-switching remains the more favorable

method for high-performance communication.

1.4 Advances in technology

The technological achievements in the fields of ﬁber~<)Lptic communication and of pho-
tonic switching can provide the means for the implementation of high-performance
networks. In particular, optical fiber provides a long distance channel technology
with transmission rates of gigabits per second and bit error rate on the order of 10~°
over tens of kilometers ([23, 24, 25, 26, 27]). Because of the low interference between

optical signals and themselves and between optical signals and electronic signals, the
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major source of the errors is receiver noise. Lower data rates can be achieved by
coding. Because of the large bandwidth of optical fibers some researchers propose to
use forward error correction codes.

There are two major classes of fibers: single-mode fibers and multiple-mode fibers.
Single mode fibers have lower propagation dispersion than the multiple-mode fibers.
Consequently, single-mode fibers have larger bandwidth and can, thus, conduct higher
bit-rate signals. On the other hand, multi-mode fiber are cheaper and easier to
install. The modulation used presently in fiber-optic communication is the direct
modulation of light emitted from a semiconductor light-emitting diode or from an
injection laser diode. With the introduction of coherent optical transmission in the
future, increased data rates and longer inter-repeater distances are expected ([28, 29,
30]). The modulation is usually done on digital signals because of the difficulties in
ensuring analog signal integrity in fiber-optic communication. The detection is done
by an avalanche photodiode or a p-i-n diode.

Because of the advances in fiber-optic communication and technology, optical
fibers are being installed extensively [31], replacing twisted pairs and coaxial cables,
and bringing with them the benefit of very high bandwidth, two or three orders of
magnitude higher than that of the existing networks. However, as mentioned above,

the choice of the switching technique is crucial in order to reap all the benefits of this
high-bandwidth medium.
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Photonic switching and processing of the optical transmission opens new dimen-
sions in future networking. Photonic implementation, as opposed to conventional
electronic implementation, offers increased switching speeds [32, 33, 27]. In addition,
a network built totally out of optical components is less vulnerable to electro-magnetic
interference and electro-magnetic pulse, and, hence, provides more secure transmis-
sion. Since the technology of optical devices is still in its infancy, a network design
based on a simple node design is highly desirable.

In order to prove the feasibility of high-performance, photonically implementable
wide-area packet-switched network, I propose a network design christened Blazenet!.
The design is characterized by its simplicity, and thus provides a basis for photonic
implementation, and by its capability of fast packet-switching. It can be extended to

support real-time traffic, multicast, and priority delivery.

1.5 Thesis outline

The work described in this thesis concentrates on wide-area networking mainly up to,
and including, the network layer. In particular, its goal is to research the switching
methods for high-performance communication, to determine the preferable one, and
to propose a network architecture that uses this switching method.

This dissertation is organized as follows: Chapter 2 discusses other work related
to this thesis and summarizes other approaches to high-performance networks. Chap-
ter 3 presents Blazenet, one possible novel approach to high-performance networks.
In particular, the chapter describes Blazenet’s design and operation, addressing the
topics of packet switching and packet blockage, switching node design, expected per-
formance, and some extended features that can be incorporated into Blazenet’s design,
such as priority, multicast, and the loop reservation scheme. Chapter 4 compares the
candidates for the switching techniques in high-performance networks, justifying the
use of packet-switching in such networks. Chapter 5 presents the arguments for the

all-photonic design of a communication networks, together with some implementation

1The name Blazenet refers to the use of lasers with fiber optics as well as the boomerang aspect
of the returning packets that cannot proceed onwards, i.e., Boomerang Laser network. It also refers
to the notion of a packet ”blazing” a route through the network, and the speed at which it does so.
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issues in such networks. Finally, Chapter 6 summarizes the thesis and presents its
conclusions. Some additional mathematical derivations are presented in the Appen-

dices.
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Chapter 2

Related Work

2.1 Switching techniques

The three basic switching techniques: circuit-switching, packet-switching, and message-
switching, as well as variations of these techniques, have been extensively compared
in the literature ([34, 35, 36, 14, 37, 16, 38, 39, 17]). However, past research has
been done based on the one-way communication model (rather than the ¢transactional
model ([40, 21, 41]) that is assumed in this work). Moreover, the previous work does
not show the effect of the increase in the channel bandwidth, which is became a
significant effect with the introduction of fiber-optic communication. (Note that the
transactional communication model increases the delay of the packet-switching and
leaves the circuit-switching delay essentially unchanged compared to the correspond-
ing delays of the one-way communication model. Thus, circuit-switching benefits
more than packet-switching from the introduction of the transactional model.)

The most extensive comparison between the switching techniques can be found in
[15]. The work concluded that even through the cut-through technique is superior to
circuit-switching for broad range of values for the different system parameters (number
of sub-channels, message length, utilization factor, and number of hops), nevertheless,
in some cases circuit-switching outperforms cut-through techniques. The cut-through

switching technique used in that paper is the full-cut-through technique. It is shown
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in [16, 38, 17], however, that the general-cut-through technique has a significant ad-
vantage over the full-cut-through and quasi-cut-through techniques, especially for the
low to intermediate range of the utilization factor. (A packet is said to make a full-cut
when, upon its arrival, the output link is free and the packet is forwarded on the out- -
put link without having been previously stored. A packet is said to make a partial-cut
if the output queue is free, the output link is busy, and the packet is not completely
stored before being forwarded. The method allowing full and partial cuts is referred
to as the quasi-cut-through technique [16, 38]. The general-cut-through technique,
proposed in [17], goes one step further by partially storing a packet even when the
output queue is busy. [39] refers to this technique as quasi-cut-through. The analyti-
cal treatments for the quasi- and the general-cut-through are different. In particular,
the general-cut-through has a simpler solution.) As shown in [39], the general-cut-
through also performs better than the usual packet-switching in a noisy environment,
provided the error-rate is relatively low. Consequently, the general cut-through has
been chosen as the packet- and message-switching technique for this work.

The comparisons in previous works do not attempt to optimize the number of
sub-channels in the circuit-switching scheme. [15, 37] present the optimum number
of sub-channels for different cases. However, the comparison itself is done for a discrete
and fixed number of sub-channels.

In this work, I compare circuit-switching methods and cut-through switching
methods, in their general-cut-through form. I made the comparison for the trans-
actional model of communication, using a range of values of parameters appropriate
for fiber-optic communication. (These values differ by orders of magnitude from the
ones used in previous work). In particular, I assume very large bandwidth (of the
order of Gbps), a large amount of data to be delivered in each transaction, low error
rate, and low average channel utilization. The number of sub-channels for the CS
delay calculation is optimized for the particular load in question in each case. Also,
the set-up procedure of the CS is assumed to be nonexistent. This assumption leads
to an improved CS scheme.

In order to perform the comparison, an analytical model for the CS delay is pro-

posed and solved. (The model presented in [15] relies on simulation for its solution.)

17



This circuit-switching model takes into account the reservation of sub-channels and
the reservation scheme accounts for the propagation delay over the path within the
network.

As pointed out in [37], most of the other works assume that the sub-channel
holding time in the CS model is equal to the message transmission time, an assumption
that is far from realistic especially in the wide-area environment. However, also [37]
fails to correctly model this holding time, assuming, for the sake of simplicity, a
negative exponential distribution. The circuit-switching model of the present work
corrects this defect.

As the first step, the comparison between packet- and message-switching, both
operating in the general-cut-through mode, is presented in the next section. The re-
assembly delay of a packetized message plays an important role in the comparison.
The formula for reassembly delay was developed in [36] and [42]. This delay is ne-
glected in many previous works, although it is the factor that is responsible for the
superiority of message-switching over packet-switching for high channel utilizations

(as shown in [36]). This behavior, as shown here, is different in the general-cut-through
mode.

2.2 High-speed switching

Several different approaches to high-speed networking have been described in liter-
ature. Most of the approaches belong to one of the two categories: an improved
architecture of a switch or novel topological configuration of a network. Examples
from the first group are: STARLITE and the Knockout switch, and from the second
group: Hubnet and Manhattan Street Network. These examples will be described
briefly.

STARLITE [43, 44]) is a representative of a family of switch designs that uses
some configuration of a sorting network to facilitate fast switching. STARLITE uses
a self-routing, non-blocking, constant latency packet-switch based on Batcher sorting
network. The switch supports switching of various traffic mixtures, as well as some

special features such as broadcast and multicast. There has been a lot of work done

18



on various improvements to the STARLITE idea and on similar approaches ([45, 46,
47, 48)).

The Knockout switch ([49]) is another example of a self-routing, non-blocking,
and low-latency switch architecture. The main idea behind the Knockout switch is
the use of broadcast bus per input line and shared buffer pool per output line. The
switch receives traffic on its input line in time-slotted fashion. A received packet is
broadcasted on a bus that belong to the line the packet was received on. The broad-
casted packet is recognized by the output line and is stored in a buffer that belongs
to the output line. A lossy concentration is provided for each output line, because of
the finite number of output buffers. Among other advantages of the Knockout switch
are modularity and maintainability.

Hubnet ([50, 51)) is a local-area network based on optical fibers and tree topology.
The network is a contention-based network, where the central hub performs the func-
tion of arbitration. Successful packets are broadcasted to all the network stations,
thus providing self acknowledgement. If a packet is blocked, it is not broadcasted by
the central hub, and thus not seen back by the packet’s source. After some timeout,
the source of the blocked packet realizes that its packet has been blocked and will
retransmit the packet. The high-speed LANs generally provide excellent performance
in terms of low delay and high throughput. Unfortunately, in nearly all of the cases
the performance of a network sharply degrades as the span or the number of stations
on the network increases. Consequently, this class cannot serve as WAN.

Manhattan Street Network ([52, 53]) is a metropolitan network with torus topol-
ogy. Since each node receives traffic from exactly two nodes and forwards traffic to
exactly two other nodes, there is no need for buffering of through traffic, routing algo-
rithm can be significantly simplified, and packet-switching can be done “on the fly.”
If two packets contend on the same link, one packet makes it through the switch and
the blocked packet is routed to the other link (which is always available in this situa-
tion). Manhattan Street Network provides good solution for fast packet-switching in
metropolitan size, regular mesh topology networks. Unfortunately, this design can-
not be extended to larger and unconstrained topologies, topologies that characterize

wide-area networking,.
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There is also a lot of work done on high-speed circuit-switching. In some of
the work improvements are achieved by faster memory devices and by incorporating
changes in the circuit switch architecture ([54]). The more interesting work is the one
that employs photonic devices to provide fast circuit-switching ([55]).

Besides the attempts to achieve high-speed switching by improving the existing
switch and network architectures, there are proposals for novel approaches to the
switching process. One such example is the self-routing photonic switching demon-
stration ([56, 57, 58]) that uses optical spread-spectrum coding to perform the switch-
ing operation.

The purpose of the Blazenet design presented in this work is to propose a possible
approach to high-performance wide-area networking. Blazenet belongs to the group
of novel topological configurations that are suitable for wide-area networking and are

photonically implementable.
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Chapter 3

One approach to
high-performance WAN

3.1 Introduction

In this chapter, I describe the desigb of a packet-switched network architecture, named
Blazenet, based on optical fiber and high-performance switching nodes ([1, 2, 3]).
Three key ideas behind the Blazenet design are: source routing, packet loop-back
on blockage, and photonic implementation, which is made possible by the first two
principles. Fiber loops that constitute Blazenet links provide the temporary storage
for blocked packets in transit, thus using the storage inherently present in the links.
(Blazenet is presented here as a wide-area backbone network, whose nodes are gate-
ways to other networks. Nevertheless, the concept of Blazenet is easily applied to
smaller networks and, with some constraints on transmission rate and on maximum
packet size, even to local area networks.)

It should be pointed out here that the network in this work is assumed to be
composed of relatively slow sources that can perform various operations in software,
such as protocol implementation. The network, on the other hand, is very high speed
such that any processing should to be kept to a minimum in order to be feasible.
Another reason for keeping the network design as simple as possible is to facilitate

its photonic implementation.
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Figure 3.1: A four node Blazenet example

Section 3.2 describes the Blazenet design, addressing the issues of packet-switching
and traffic congestion. Section 3.3 presents a detailed switching node design. Section
3.4 shows Blazenet’s performance determined by simulation and analytical solution.
Section 3.5 discusses some extended features that can be incorporated into Blazenet’s
design, such as priority, multicast, and the loop reservation scheme. Section 3.6
presents some higher layers issues that have direct implication on Blazenet’s operation.

Finally, Section 3.7 summarizes the conclusions about the design and the implications.
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Figure 3.3: The Blazenet packet format
3.2 Blazenet design

A Blazenet is composed of a set of switching nodes interconnected by point-to-point
logical links formed by the fiber loops. The hosts and gateways on the periphery of the
network act as sources and sinks for the network traffic. Packets, generated by hosts,
are passed to the switching nodes to which the hosts are connected. The packets are
then forwarded from node to node until they arrive at the switching node connected
to the destination host. At this point, the packets are removed by the switching node
and passed to the destination host. An example of a four node Blazenet is shown in
Figure 3.1.

A Blazenet’s loop, shown in Figure 3.2, consists of two point-to-point logical links.
In such a configuration each bidirectional link connecting two adjacent nodes is re-
placed by a single-loop. A number of loops can be multiplexed on a single fiber by
the Wavelength Division Multiplezing technique, for example.

The Blazenet packet format, shown in Figure 3.3, is composed of two delimiting
synchronization fields (syncs), a header, and a data portion. Within the header, the
token identifies whether the packet is a blocked packet (indicated by the token being
set) or not (reset token), the loopcount limits the packet lifetime within the network
(as described later), and the hop-selects dictate the hop-by-hop route for the packet

to reach its destination. The data portion contains higher level protocol data and
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can, optionally, be protected by a checksum.

3.2.1 Source route packet switching

Blazenet uses source routing ([63, 64]). Each packet contains a sequence of hop-selects,
specified by the source host. The hop-selects represent the switching operations to
be taken in the sequence of nodes along the packet path through the network from
its source to its destination. Each hop-select field indicates the output link on which
the packet is to be forwarded for that hop. When a packet arrives at a switching
node with its token reset, the first hop-select field in the packet is examined by the
switching node to determine the next output link for the packet. If that output link
is available for transmission of a new packet, the first hop-select field is zeroed and
the packet is immediately routed to the available output link. The zeroing of the first
hop-select field during the forwarding process means that the first non-zero hop-select
field in the packet always represents the current hop selection. A packet, arriving at
a switching node with its token set, is simply left on the loop to be returned to the
blocking node after the token field is reset.

This design has several advantages. First, because of the simple logic required to
make the hop selection, it is possible to perform the switching function at gigabit per
second data rates. In particular, no table lookup is required for the switching decision.
Second, the delay for switching in a node is limited to the time required to interpret
the packet header, check the availability of the output link, and perform the actual
switching operation (if the output link is available). This extra delay introduced by
a switching node is estimated to be only a small fraction of the propagation delay of
a link in a wide-area network. Finally, the simplicity of the node logic suggests that

a photonics implementation is feasible.

3.2.2 Handling packet blockage

A packet is called blocked if it arrives at a switching node when the next output
link is unavailable. A blocked packet is routed back to the previous switching node

on the reverse link of the loop that the packet arrived on. Upon its arrival at the
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previous switching node, the returned packet is sent out again, to arrive at the block-
ing switching node one round-trip time after its first arrival at this node. Thus,
the loop effectively provides short-term storage of the packet, causing the packet to
reappear at the blocking switching node a short time later. The loopcount field is
decremented and examined each time a packet is returned. When loopcount reaches
zero, the packet is removed from the network. This removal prevents a packet from
indefinitely looping within the network under failure or very heavy load conditions.

This approach to handling blockage has several advantages. First, compared to
a design in which a packet blocked at the outgoing link is simply dropped, a design
referred to here as a Lossy network, Blazenet dramatically reduces the average packet
delay through a loaded network and increases the network capacity. When a packet
is dropped in a Lossy network, it has to be retransmitted by the source after some
timeout, at least one round-trip time long. Since the probability of a packet being
blocked increases with path length, as does the network investment in the blocked
packet, dropping the packet seriously degrades the network performance under load
for wide-area networks with a realistic diameter.

Second, the design does not require memory in the switching node of the size and
speed required to store all blocked packets, such as would be needed for a conventional
Store-and-Forward design. Several megabytes of memory operating at 1 Gbps would
increase the cost of the switching nodes and make their realization in optics less
attractive (at least in the near future). The combination of the high data rates, the
wide-area span of the links, and the predicted low bandwidth utilization makes this
form of storage attractive. For example, a 100 km link (= 200 km loop) operating at
1 Gbps can store 1 Mbit or 125 packets of 1 kbyte each.

Finally, the loop-back technique exerts back pressure on the link over which the
packet was received, because the loop is then less available for new packets to be
forwarded on it. In the extreme, this back pressure extends back from the point
of contention to one or more packet sources. Besides alerting the packet source of
congestion, the back pressure provides fast feedback to the source routing mechanism,
allowing it to react quickly to network load and topological changes.

A potential disadvantage arises when the link between switching nodes is very
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long, since the round-trip delay on the loop may be excessive. This problem can be
avoided by including loop-back support in the optical repeaters, which are required
anyway every few tens of kilometers on a fiber optic link. An example of a loop divided
into five smaller sub-loops is shown in Figure 3.4. Thus, a packet that is blocked at a
switching node is looped back either to the previous switching node or to the previous
repeater, whichever is closer. If, for example, the distance between adjacent switching
nodes is 100 km, the round-trip delay is approximately 1 msec. A Blazenet switching
node can be used as a repeater, because it regenerates the optical signal, and thereby,
automatically supports the loop-back function. (As a repeater, only two input and two
output loops are used.) The network is then built from one type of interconnection
component rather than two. In such a design, a packet can loop at intermediate
loops on a long link; hence its delay through the network is reduced (assuming the
congestion clears before the packet is dropped). Consequently, the packet is delayed in
time units corresponding to the round trip time of the intermediate loop rather than
that of the entire link. Another improvement consists of designing the last sub-loop
(which is the sub-loop connected to the next node) shorter than other sub-loops on
the link. Consequently, blockage at low-load operation has a smaller effect on packet
delay.

3.3 Switching node design

A Blazenet switching node can be implemented as a simple interconnection of a
number of photonic components. I assume the availability of fast-switching devices
capable of switching within a small fraction of the duration of a header bit once
the switching command has been initiated. Devices having an operation speed of at
least 3 GHz exist. Slower devices can be employed for lower cost by maintaining an
adequate inter-packet gap. It should be pointed out here that a full photonic imple-
mentation of Blazenet is still not possible due to the fact that photonic processing is
yet not a mature technology. However, the data path of a Blazenet’s switching node,
as shown in Figure 3.5, can be implemented using photonic switching devices with

the today’s state-of-the-art technology.
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Figure 3.5: Switching node design

A Blazenet switching node connects several Loops. Each Loop has a Delay Line,
consisting of a piece of fiber. The Delay Line is long enough to contain a packet header,
a maximum-sized packet, and the number of bits corresponding to the time the control
logic requires to do the actual switching. Figure 3.6 shows the signals extracted from
the transmission entering the Delay Line and the corresponding timing. The signal
extraction is initiated by the ne’w-packet signal generated by a pattern detection
circuit, which searches for the sync pattern. Upon sync detection, the circuit raises
the new-packet line, indicating to the Control the arrival of a new packet. At this
time the Control looks for the values of the token, of the loop-count, and of the hop-
select signals. The indication that a packet leaves the Delay Line is provided to the
Control by the end-of-packet line of the input or the output Loop, depending whether
the packet is forwarded or blocked. The switching decision and the actual switching
operation are performed during the period of time named “switching delay,” at the
end of which a switching command is issued.

A Delay Line is considered to be free if it does not contain a packet or any part
of a packet. By using the two signals new-packet and end-of-packet, the Control can
uniquely determine the status of a Delay Line.

When a packet is to be forwarded to a loop, the availability of this loop (i.e, the

condition that no connection of any other loop to this loop already exists) and the
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Figure 3.6: Timing of Delay Line signals

availability of its Delay Line are checked. If both are available, the packet from the
input loop is clocked onto the output loop. If, on the other hand, the output loop
and/or its Delay Line are busy, the packet is blocked, its token is set, and the packet
is returned by being clocked out on the loop it came on. In case more than one packet
tries to enter a specific loop, only one packet wins (the one with the higher priority, or
one chosen randomly in the case the of equal priorities), and the other(s) are clocked
out on their loops. Upon its arrival at the other end of the loop, a blocked packet is
clocked into the corresponding Delay Line, blocking access to this loop for any new
arrival. When the packet reaches the end of the Delay Line it is clocked out onto the
loop it came on, after the token is reset. (Another possible solution is to check the
loop availability upon reception of a returned packet, and to enter the returned packet
into the Delay Line only if the loop is busy forwarding another packet. If, however,
the loop is found free upon arrival of the returned packet, the packet is clocked out
immediately. This improvement has the advantage of including an additional Delay
Line delay only in the case in which the loop is busy. On the other hand, this solution
has the disadvantage of complicating the switching process and therefore, the Control
itself).

The Switching Element, shown in Figure 3.5 as a set of switches, can be designed
in several ways ([65, 66]). One such a way is to use a switching matrix, as shown on
Figure 3.7. In this case maximal connectivity can be achieved.

The Control performs the actual routing decisions based on the signals that in-

dicate the status of the loops. The signals entering the Control are shown in Figure
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3.8. The routing algorithm takes into account the following parameters:
1. input packet destination (number of the output loop),

2. availability of the switching element (if switch with less than maximal connec-

tivity is used),
3. availability of the output loop and its Delay line
4. priority of the packet (as explained in Section 3.5.1).

In general, a packet is either completely forwarded or returned. However, in some
cases of extraordinary priority, it may be necessary to abort transmission of a packet
currently being forwarded, to clear the line for such high priority transmission. A
simple mechanism can be incorporated into the design such that upon reception of a
packet with the extraordinary priority, that packet is immediately forwarded on the
appropriate loop.

The input traffic from a host connected to the switching node is switched in a way
similar to that in which the traffic from any loop is switched. The main difference is
in the indication of an available packet. An indication line from a host to the Control
continues to show the presence of a packet until it is forwarded. No incoming packet
is ever returned.

The output traffic destined to a host connected to the switching node is received
on one of the outputs of the Switching Element and passed to the appropriate host. A
host is assumed to be always ready to accept its traffic. If the host is unavailable, the
packets are simply discarded. Therefore, the major difference between the through
traffic and the exiting traffic is that the latter is never returned. The reason for
not allowing the return of exiting blocked traffic is to avoid situations in which the
network could possibly be paralyzed because of a host malfunction.

If the speed of the lines increases to a value where bit recognition of the header
becomes a problem, representation of a header bit by several actual bits will allow
more time for decoding. Thus, by keeping the header bit “duration” constant, the

problem of header bits recognition is essentially made independent of the actual line

speed.
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Figure 3.9: The double-loop configuration

3.3.1 Alternative design choices

One alternative to the presented Blazenet design is to use slotted loops. Another
variation is to use double-loop configuration for the bi-directional transmission. I will
consider the slotted version first.

In the Blazenet slotted version, the loops are divided into slots of the packet size
(in the case of variable packet size, the slots are of the maximum packet size, referred
to as “max packet size”). Packets can be inserted only into empty slots, indicated by
some bit within the packet format.

The arrival of packets in the Blazenet slotted version can be synchronized or not.
The synchronization is done by including an appropriate delay in each one of the
input loops, so that all the packets arrive at the same time. Packets can then be
intérchanged between the slots of the various loops. For the slotted version with
no packet synchronization, the presented design can still be used. However, the
max packet length will now be equal to the slot time. For the slotted version with
synchronization between the arriving packets, no delaying of the packets is necessary.
Consequently, the Input Delay Line does not need to include the max packet length
portion, and the switching decision can be made as soon as a packet’s main-header has
arrived. The slotted version has some advantage in performance over the non-slotted
approach. Nevertheless, the required slot synchronization is a serious disadvantage
of the slotted version (see also Section 5.3.1). Also, in a network with a variable
packet size the use of the maximum packet length as the slot size may be of some
disadvantage.

In the double-loop version of the network, two loops replace a bi-directional link
of a conventional network. Such a configuration is presented in Figure 3.9. The

lower portion of loop 1 serves the transmission from node 2 to node 1, while the
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INPUT LOOP
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LOOPBACK DELAY LINE
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END-OF-PACKET
o DETECTOR
OUTPUT LOOP

Figure 3.11: The double-loop switching node design

lower portion of loop 2 serves the transmission from node 1 to node 2. A blocked
transmission is returned on the upper portion of the loop it came on. No indication
of a packet being a returned packet is necessary in the double-loop case, since the
usage of the upper portion of a loop indicates that the packet is a blocked one. The
modified packet format is shown in Figure 3.10.

Figure 3.11 shows the modified block design of a Blazenet switching node to ac-
commodate the double-loop configuration. Each Input Loop has a Delay Line (Input
Delay Line), consisting of a piece of fiber. The Input Delay Line is long enough to
contain the leading sync, the loopcount, the hop-selects, and the number of bits cor-
responding to the time for the control logic to do the actual switching. Figure 3.12
shows the signals extracted from the transmission entering the Input Delay Line and
the corresponding timing. (The pattern detection circuit is an optical correlator, con-

sisting possibly of a fiber delay line [33]). Upon sync detection, a pattern detection
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Figure 3.13: Loopback Delay Line signals and their timing

circuit raises the new-packet line, indicating to the Control a new packet arrival. At
this time the Controllooks for the values of the loop-count and the hop-select signals.
The indication that a packet leaves the Input Delay Line is provided to the Control
by the end-of-input line.

Each Output Loop also has its own Delay Line, the Loopback Delay Line. The
Loopback Delay Line must be the length of the maximum packet size plus the switch-
ing delay. The signals extracted from the information within the Loopback Delay Line
and their timing are presented in Figure 3.13. Upon detection of the leading sync
pattern of a returned packet, the return-packet signal is raised. This indicates the
occupation of the Loopback Delay Line. A similar circuit, positioned at the end of
the Loopback Delay Line, scans for the trailing sync. Detection of the trailing sync
by this circuit initiates the end-of-output signal, which indicates when a packet leaves
the Loopback Delay Line. Using the two signals, the Control can uniquely decide on
the Loopback Delay Line state.

The process of forwarding a packet in the double-loop configuration is similar to

that of the single-loop case, the main difference being the functions of the Loopback
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Delay Line of the single-loop configuration and the Input Delay Line of the double-
loop configuration.

The main advantage of the single-loop over the double-loop version is in reduction
of hardware: fibers, transmitters, receivers, etc. The double-loop version is simpler
to implement, possesses some reliability advantages, and has lower delay and stable
throughput under heavy-load.

Blazenet variations can be combined. Thus, single-loop and double-loop Blazenet
can operate on slotted or unslotted loops. In this work I concentrate on the non-

slotted single-loop version.

3.4 Blazenet performance

In order to evaluate Blazenet performance,l used two tools: network simulation and
analytical solution. The simulation program receives as an input the network topol-
ogy, the routing matrix, and the traffic matrix, and produces the graph of the average
packet delay vs. the total network throughput. Average packet delay is the period
of time from when the packet is passed to the network until it is delivered to its
destination averaged over all packets entering the network, and includes the queuing
time at the network entrances. The total network throughput is the aggregate rate
of packets entering the network through all the network entrances. The simulation is
general in the sense that there are no constraints on the network topology, the traffic
matrix, or the routing matrix.

The analytical solution in its general form consists of solving a set of 2L (generally
nonlinear) equations, where L is the total number of loops in the network (including
the sub-loops). The solution provides the network capacity and the delay as a function
of the network throughput.

For simple case of topologies and traffic patterns, the network solution can be
achieved by applying fundamental rules of the probability theory. As an example of
such development, the double-loop Blazenet configuration in its slotted and unslotted

versions are solved for capacity and delay in Appendix F.
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Figure 3.14: Star topology

3.4.1 Blazenet simulation

The simulation that was developed to evaluate Blazenet’s performance is a general,
event-driven program written in Pascal. Its results, besides evaluating the absolute
Blazenet performance, provide a way to compare the network’s performance with
that of the ideal case of a nonblocking network (whose delay is the propagation delay
only) and with that of the Lossy network. The following graphs show Blazenet’s
performance for several different network architectures and different packet sizes. In
all of the examples, I assume that the traffic matrix is symmetric, the link capacity
is 1 Gbps, and the links are all equal and approximately 100 km long. I also assume
infinite loop-counter value and equal priority of all packets.

The performance was evaluated for packet sizes of 5 kbit and 10 Kbit. These

values represent a reasonable trade-off between the long Delay Line for large packet
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Figure 3.15: Triangle-of-Star topology

size and the excessive header overhead (Blazenet’s and high-level protocols’) of small
packets. For example, the combination of Blazenet, VMTP (|21, 41]), and IP head-
ers could total 100 bytes. Thus, a 10 kbit packet put the headers’ overhead under
10%. Moreover, 5 kbit and 10 kbit packets correspond on a 1 Gbps link to a 1 km
and a 2 km Delay Line, or to transimssion times of Susec and 10usec), respectively.
Consequently, the design is a practical one.

The first simulation example is the Star topology with 5 inputs. A general Star
topology with M inputs is shown in Figure 3.14. The delays as a function of network
throughput, evaluated for single- and double-loop configurations, are presented in
Figure 3.17. The propagation delay through the network, that is the lower limit on
performance of any network, is also shown for comparison.

The second case is the Triangle-of-Stars topology, shown in Figure 3.15, with

corresponding results in Figure 3.18.
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Figure 3.16: Star-of-Stars topology
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The final example is the Star-of-Stars topology, shown in Figure 3.16. The simu-
lation results are presented in Figure 3.19. The comparison of Blazenet’s performance
with that of the Lossy network for the Star-of-Stars topology is also shown in Figure
3.19. In the Lossy network case it is assumed that a blocked packet is retransmitted
immediately after a single round trip delay between the source and the destination
without any processing overhead. Thus this assumption favors the Lossy case. Also,
the small network span somewhat favors the Lossy approach in this example, since
Blazenet’s advantages are emphasized in networks with large average path length.

From these and other simulation results I conclude that the penalty in delay paid
by Blazenet for not having conventional memory, as opposed to the ideal case (i.e.,
the nonblocking network), is in the range of a few tens of percents for low-load oper-
ation, which is the load for which the network is assumed to be designed. In addition
Blazenet experiences considerably shorter delay than the Lossy network. Double-
loop Blazenet does not have excessive delay or decrease in the network throughput
for heavy-load operation (“Aloha-like” behavior), a behavior that single-loop config-
uration experience. (I believe that the future networks will offer very high band-
width, letting the network operate in the low-load condition. For example, consider a
Blazenet connecting a collection of 10 Mbps Ethernets operating at 10% utilization.
Assume further that 25% of an Ethernet traffic is to be transferred on the backbone
Blazenet consisting of links of ten 1 Gbps fiber each link. Thus, as many as 4000
Ethernets can coexist on Blazenet, utilizing only 10% of the network capacity. Such
utilization is considered here as low-load operation condition.) Consequently, I con-

sider the single- and double-loop Blazenet as an attractive future high-performance

network design.

3.4.2 Blazenet analytical solution

A loop can be modeled as a feedback system, as shown in Figure 3.20. The amount
of traffic entering and exiting a loop is designated by p. However, only part of the
entering traffic makes it through a loop at the first attempt. The blocked part is
returned on the reverse portion of the loop, joining the new incoming traffic. Thus

the traffic on a loop, labeled 6 and referred to here as the offered traffic, is larger than
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Figure 3.20: Loop as a feedback system

the actual loop throughput p. The behavior is similar to the behavior of Aloha, in
which colliding (blocked) traffic is discarded and retransmitted.

The value of the offered traffic, 8, is a function of the throughput of a loop. It is
an increasing, alas nonlinear, function of p. The capacity of a loop (defined as the
maximum throughput of a loop) is determined by the maximal value of § that still
yields a stable solution.

The average delay of a loop is evaluated by calculating the average number of
blockages a packet undergoes in a single attempt to cross a switching node. This
average number of blockages is easily computed from the probability that a packet
will make it through a switching node on a single attempt, assuming independence
between consecutive attempts of a packet to cross a switch. In order to calculate this
probability, the value of 6 is needed.

Thus the solution of a loop consists of solving for the function §(p). Once this
function is known, the capacity and the delay of the loop can be calculated. The value
of § for a particular loop depends (aside from the major dependence on p) on the values
of §’s for all adjacent loops that forward traffic to the loop in question. (Adjacent
loops are loops having a common switching node or repeater/router between them.)
Therefore, in general, a solution of a network (finding the network capacity and the

average packet delay) consists of solving a set of 2L non-linear equations, where L is
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the total number of loops in the network. In some special cases, however, because
of symmetry or independence in the network traffic and topology, a network solution
can be obtained by solving a subset of these 2L equations.

Figure 3.21 shows an example of a single hop within a network. It consists of
five sub-loops with two switching nodes on both sides of the hop. Each one of the
switching nodes is assumed to connect M loops. It is also assumed that the traffic
matrix of each switching node is fully symmetrical, and that the next and previous
switching nodes have the same topology and traffic pattern. The solution in this case
can be obtained separately for the single hop, without referring to the rest of the
network. In the steady state, the traffic passing through each one of the sub-loops
is equal, and, as before, labeled p. The actual traffic on each one of the sub-loops
is, however, different. This internal traffic is labeled 6,?/ D where k represents the
number of the sub-loop and U/D indicates the direction of the traffic, U for “up” and
D for “down.” Note that the §’s represent the traffic associated with some direction
on a portion of a loop; it is not the total traffic on that portion of the loop (which,
in general, consists also of the blocked traffic in the opposite direction). In each
switching node and in each repeater/router, some of the traffic that tries to make it
through the switch is blocked, returned, and combines with the traffic in the opposite
direction. This traffic in the opposite direction consists of traffic blocked at a switch
at the other end of the loop plus the new incoming traffic p. Solution of the set
of 2L equations in the variables {6¥,6P; k =1,...,L} is the first step to obtain the
network solution. Once the variables are known, the probability of a packet blockage
and the average number of blockages in each switching node can be calculated. Thus
the average packet delay can be evaluated. The following are the 10 equations in the
variables {6¥,6P; k = 1,...,5}:

55D-(1—(6¥—p)—(5P—p))~(1+(M—2)-(1—(A;-——Sl_)——-l))M“z) =p:(M-1),(3.1)
U

5'1’-(1—(65”—p)—(éé’—p))'(1+(M—2)-(1—W&‘—_T))M‘z) =p(M~1),(3.2)

P (8 —p+60 —p)=p, (3.3)
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Figure 3.21: Example of a hop composed of five single-sub-loops
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6P (6 —p+80—p)=»p, (3.4)

63 (8 —p+62—p)=p, (3.5)
8- (65 —p+ 8 —p)=p, (3.6)
& - (60 —p+8 —p)=»p, (3.7)
6 (67 —p+65 —p)=0p, (3.8)
& (85 -p+8 —p)=»r, (3.9)
(6P —p+—p)=s (3.10)

The term (1 — (—A;‘I:—IT)M'z)/(M — 1) in equations (3.1) and (3.2) expresses the
probability that a packet makes it through a switching node with M input/output
loops on a single attempt, and is developed in Appendix E. (The above ten equations
can be compressed into five equations because of the symmetry on both sides of the
path. That is, 6 = 6P, 6P = 6¢, 6Y = 6D, 60 = 65, 6§ = 6%.)

The set of equations was solved by MACSYMA ([67]) for the whole range of p.
The values of the variables were used to compute the average number of blockages in
every repeater. This was done by first solving for the probability of crossing a switch.
For example, the average number of blockages in repeater no.l is calculated by the

following: First obtain the probability of crossing the repeater no.1 by the following
formula:

1
Probability of crossing repeater no.l = —g———mpr--. 3.11
P (60 —p+67) ( )

The average number of blockages is now obtained by using the fact that is is equal

to the reciprocal of the probability of crossing the switch. Thus:
Average number of blockages in repeater no.1 = (62 — p + 67). (3.12)

Average number of blockages in the repeaters 2, 3, and 4 is calculated in a similar

way. The average number of blockages in repeater no.5 is computed by the following:
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Average number of blockages in repeater no.5 =

5P -
1 — (1 - 2.(M_1))M 2 (3 13)
Probability of crossing repeater no.5 (M-1) ) )

Figure 3.22 shows the excessive packet delay as a function of p. The excessive
packet delay is the delay a packet experiences in addition to the propagation de-
lay alone, and is computed for each sub-loop directly from the average number of
blockages in each repeater.

A similar treatment can be performed for the double-loop Blazenet configuration.

The solution of one hop of the double-loop Blazenet shown in Figure 3.23 is shown
in Figure 3.24.
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As will be seen, the switching node (rather than the repeaters/routers) is the
“bottleneck” in the flow of the packets on a path composed of a number of consecutive
sub-loops. This means that the loops close to the switching node are more populated
(i-e., in the previous example 62 > 62 > 6P > 6P > 6P). Consequently, the capacity
of a path in a network is limited by the capacity of the switching nodes. The capacity
of a switching node depends on the number of input/output loops connected to the
switch, and equals the value of p that corresponds to the maxima of the function é(p).
The function is determined by the following equation:

&

(1= (6 =)= (& = p) -1+ (M=2)- (1= oy

M%) =

pr(M=1), (3.14)

where 67, 6P, 6¥, and 6P for single-loop Blazenet are defined in Figure 3.25. For the
double-loop case all §’s in the non-active direction equal zero. For example, if the
loop traffic is “Down,” then 6{ = 0, 67 = 0, 65 = 0, etc. The function §(p) for the
example in the double-loop configuration is determined by the following equation:

&5

5:?'(1—(5P-P))'(1+(M—2)'(1—(—M—-_—l—)‘

yM-2) =

p-(M=1). (3.15)

The graphs in Figures 3.26 and 3.27 show the function é(p) for the single- and
double-loop Blazenet configuration, respectively. In both cases it is assumed that the
hop consists of a single loop. Also, for the single-loop configuration, it is assumed that
the traffic on all loops is equal and that the traffic from each loop is symmetrically
destined to all the other loops. Likewise, for the double-loop configuration, it is
assumed that all the traffic on the input-loops is equal and that it is symmetrically
destined to all the output loops. As can be seen the capacity of the single-loop
Blazenet is about 17% as M — oo. The corresponding capacity for the double-loop
configuration is about 23%.

The graphs on Figures 3.28 and 3.29 show the function é(p) for the same config-

urations. However, now the number of sub-loops on each hop is five. A significant
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Figure 3.25: Definition of variables for a switch capacity calculation
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improvement can be observed, leading to the capacity of 23% for the single-loop
configuration and the capacity of 38% in the double-loop case.

Several conclusions can be drawn from these examples. By increasing the number
of sub-loops on the network hops, significant increase in the network capacity can
be achieved. Increasing the number of sub-loops also decreases the average packet
delay. (Also, the length of the last sub-loop—the one connected to the switch—is
more important than the length of the others; by decreasing the last sub-loop length,
the delay can be decreased.) The required number of sub-loops in the network hops
has to be calculated for every specific case. This number depends on the demanded
performance and on the required utilization of the loops, p.

From the graphs in Figures 3.26, 3.27, 3.28, and 3.29 it follows that increasing
the number of input/output loops to a switch decreases the switch capacity. Since a
repeater/router connects only two input/output loops, it follows that the capacity of
a repeater/router is larger than the capacity of any switching node connecting at least

three input/output loops. Consequently, the switching nodes are the “bottlenecks”
for traffic flow.

3.5 Extended features

Section 3.3 presented the basic Blazenet and its node design. This Section expands
on the basic node design to include some of the more sophisticated features: prior-
ity traffic, limiting of the life-time of a packet, broadcast and multicast, and network
monitoring. Besides providing very important services to the network users, these fea-
tures increase the ability of the network to cope with abnormal situations, increasing,

therefore, the network’s reliability.

3.5.1 Priority traffic

In Blazenet, traffic priority can be implemented in two ways: by including a priority
field in the packet format, or by giving preference to some traffic during the forwarding

process. The former approach is considered first.

57



Loop | PRI- | HOP

SYNC COUNT | ORI- SEL

FACE T=L.]

Figure 3.30: Modified packet format

LOOP1 1.

END-OF-PACKET
DETECTOR

s LOOPDELAY LINE I ° |

y

—e

LOOP DELAY LINE
END-OF-PACKET
DETECTOR
LOOP2

Figure 3.31: Modified node design

The packet format with the priority field is presented in Figure 3.30. In this
method priority is implemented by delaying the forwarding of a packet by a period
equal to the transmission time of a maximum packet length. At the end of this
period, the packet with the highest priority is forwarded, while other packets (if any)
are looped back. The hardware of the basic Blazenet node design has to be modified
in order to accommodate this additional feature. The main adjustment is to include
within the Delay Line a packet detector circuit that initiates the packet-ready signal.
The modified node design is shown in Figure 3.31 and the modified Delay Line in
Figure 3.32.

A packet that is clocked into a Delay Line and has not reached the packet-ready
point is called an active packet. The set of active packets at any given time is the set

of packets competing on the loops.
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Figure 3.32: Modified Delay Line structure

The new packet arriving on a Loop is clocked into the Loop’s Delay Line. After its
main-header (composed of the fields: sync, token, loopcounter, priority, and the hop-
selects) are received, the Controlis notified of the packet’s arrival'and the packet main-
header information is passed on to the Control. The Control gathers this information
from all the Delay Lines. When a packet is shifted to the packet-ready point in the
Delay Line, the decision is made whether the packet will be forwarded or looped back.

The decision is made according to the following algorithm:

IF ( (priority > priority of all active packets
with the same hop-select)
AND (no transmission in progress)
AND (destination Delay Line is free) )
THEN forward the packet
ELSE loop the packet back;

The forwarding or blocking (namely the switching) operations are performed as
before.

The essence of the above procedure is that, by delaying all packets by one packet
length (i.e., by having a one packet look-ahead), the priorities of all the relevant
packets can be gathered and the correct decision about which packet to forward can

be made. Therefore, the only difference in this modified version of Blazenet is the
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instant in time when the Control decision is made.

Using the scheme mentioned above, the delay of a forwarded packet is increased
by the transmission time of a packet of the maximum size. However, this time is
negligible compared to the propagation delay encountered by a packet on a link
in a wide-area network. (For example, for 10 kbit packets on 1 Gbps Blazenet the
additional delay is only 10 usec, a delay that is small compared to the 500 usec prop-
agation time of a 100 km link.) The total delay is, therefore, essentially unaffected
by this hardware modification.

Another way to implement priority traffic in Blazenet is to give preference to
some traffic during the forwarding process. One possibility is to prefer always the
traffic coming from the hosts connected to the node over all the other traffic. Such a
mechanism is useful for coping with temporary traffic surges from the node’s hosts.
However, although this approach lowers the delay of the preferred traffic, it increases
mean packet delay in the whole network. Therefore, in order to ensure fairness, usage
of such a mechanism should be restricted.

The preference given to some traffic can be based on other criteria. Traffic arriving
at some loops (for example, traffic coming from congested areas) may be given higher
priority in the forwarding process. The preference criteria can be based on various
network parameters and can be adjustable in time, as the network load and topology
change.

3.5.2 Limiting packet’s lifetime

The network needs to limit packet lifetime for three reasons: to eliminate erroneous
traffic that exists in the network and interferes with valid traffic, to discard real-
time traffic that could not be delivered on time and became obsolete, and to avoid
wrap-around of packet sequence numbers in high-level protocols.

In Blazenet, the loop-counter provides the mechanism for limiting the lifetime of
packets within the network. The loop-counter is decreased each time a packet is
blocked and returned. When the loop-counter reaches zero, the packet is discarded.
The loop-counter represents, therefore, the maximum number of times a packet can

loop back. The value of the loop-counter is set by the source host, according to packet
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type and time limitations for packet delivery.

If the loops are of equal length, the loop-counter mechanism provides an accurate
means for limiting a packet’s lifetirfie within the network. If the loops are of unequal
length, using the minimum loop length of the packet path for the calculation of the
loop-counter can be an adequate approach. Let n represent the refractive index of the
fiber, Wi, [km] the minimum loop length of the packet path (= twice the distance
between the adjacent switching nodes), w; [km] the length of the i** loop, A number
of hops on the packet path (= number of switching nodes on the path — 1), ¢, [sec]
the minimum lifetime of a packet in the network, and ¢ [km/sec] the speed of light in
vacuum. Then, the value of the loop-counter can be calculated using the equation:

¢ tmin 1 h

loop- ter > - . ;- 3.16
oop-counter 2 — o 3o z: w; (3.16)

1=1

Another approach would be to use some weighted average of the loop lengths of
the packet path, wg,, [km]. In this case the loop-counter is calculated by the formula
given above, after substituting w,,g for wpn.

If the general repeater/switching node design is used, all network loops are of
equal length, w [km] (possibly with the exception of the last loop encountering the

node), and the calculation of the required value of the loop-counter becomes:

Ctmin h
loop-counter > ——— — —. 17
oop-counter 2 ——-= — > ) (3.17)

If some minimum value, ¢,,;, [sec], is imposed on the packet lifetime, the packet
is not discarded for at least this period of time, unless for reasons other than lifetime
expiration. This is advantageous in situations where the network designer is more
concerned with the possibility of discarding a still valid packet, than with the pos-
sibility of an obsolete packet living in the network or even being passed on to the
destination. In the opposite case, namely the case when the network designer is more
concerned with the excessive load created by obsolete traffic than with the possibility
of discarding valid traffic, he should use some maximum permissible value for the

packet lifetime, ¢,,,., instead. (The above formulas continue to be valid in this case,
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Figure 3.33: Node design with loop-counter implementation

with the substitution of maximum loop length w,,; for the w,,;, and reversal of the
unequality sign.) Note, that by manipulating the current value of the packet lifetime,
the network can regulate its load. However, such a manipulation is justified only
in some special circumstances and for traffic that does not require reliable transport
through the network.

The implementation of the loop-counter mechanism includes a decrement circuit.
This circuit, as well as the circuit that tests the value of the loop-counter, operates
on returned packets only. No action is necessary when a packet is forwarded. The
modified node design that includes the implementation of the loop-counteris presented
in Figure 3.33. The structure of a Delay Line is shown in Figure 3.34. While the
packet enters a Delay Line the loop-counter is checked by the Control. If the value
of the loop-counter is zero, the packet is discarded by connecting the output of the
Delay Line to ground. The other possibility is to pass the packet to a special host
(called Monitor), which monitors the the switching node operation.

As a blocked packet is clocked out of the Delay Line, the blocked-packet circuit
detects the sync and the token of the packet, which together initiate a decrease-
loop-counter signal if the token is set. The delay between the blocked-packet and the
decrease-loop-counter circuits is exactly such that when the blocked-packet signal is

raised, the loop-counter is received by the decrease-loop-counter circuit. The operation
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is, therefore, fully autonomous, not requiring any intervention of the Control.

When the loop-counter is represented by a binary number, the hardware needed
for the loop-counter decrement may be difficult to implement. A somewhat easier
solution may be to use a bit pattern as a loop-counter. In this scheme the loop-
counter is composed of a string of 1’s. The number of 1’s is equal in number to
the required value of the loop-counter. Each decrement of the loop-counter consists
now of resetting one such bit. An all zero pattern indicates the value of zero of the
loop-counter. This scheme has the disadvantage of providing an unnecessarily long
loop-counter field. Fortunately, the maximum value of the loop-counter is expected
to be small. Consequently, the ease of implementation justifies the bit wastage.

Yet another approach to the loop-counter usage is to provide a special loop-counter
for each hop. In this case, instead of the hop-selects fields, the packet header contains
fields composed of hop-selects and loop-counters. The advantage of this scheme is the
possibility of an exact calculation of the packet’s lifetime, as well as the possibility of

selectively limiting the delay of each of the loops on the packet’s path.
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Figure 3.35: Modified hop-select structure for multicast delivery

3.5.3 Broadcast and multicast

Multicast refers to sending a packet to multiple destinations by a single transmission
from the packet source. The motivation for Blazenet’s multicast is to provide host
groups, as described in [68].

Routing of multicast packets on Blazenet is achieved by a tree-like forwarding
path, where the source is the root and the destinations are the leaves. A multicast
packet is forwarded as a single packet up to the point where it is split into two or
more packets forwarded on different links. The split packets can also be multicast
packets, in which case each one is split again at some subsequent node.

A multicast packet address is, in fact, a mapping of this tree graph to a linear
notation. The linear notation consists of a list of hop-selects obtained by searching the
tree in the following way: visit the leftmost unvisited son of the current node, if any,
whose subtree contains at least one destination. Each hop-select consists now of two
subfields: the level-indicator and the output-number. The level-indicator indicates the
level of the current node in the whole tree, while the output-number is the number of
the loop the packet has to be forwarded on (in the current node). The level-indicator
is actually the hop distance of the current node from the source. Figure 3.35 shows
the hop-select structure incorporating the above changes.

Upon an arrival of a packet at a switching node, the requested loops are checked
for availability and the packet is split and forwarded to all these requested output
loops that are available, if any. The packet is also returned carrying the addressing
information of all the blocked outputs, if at least one output loop is unavailable.

While a multicast packet is split within a switching node, the newly generated
packets carry the addressing representation of the relevant subtree only. The address

field is, therefore, divided among the newly generated packets, whereas the syncs, the
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Figure 3.37: Initial address field for the multicast example

token, the loop-counter, the priority, and the data portion of the packet are replicated
within each one of the new packets. The replication is performed by connecting
the input loop to more than one output loops. The division of the address field is
performed by replicating the whole address field in each one of the new packets and
erasing the irrelevant portion of the address field in any one of the new packets.
The following example clarifies the multicast addressing structure. Assume a
single packet is to be multicasted to four destinations. The corresponding tree graph
is shown in Figure 3.36. The initial address field is presented in Figure 3.37. The first
number of each hop-select represents the level indicator and the second one the output
loop number. The first path is composed of the following sequence of hop-selects:
3, 2, 3, 0; the second of 3, 2, 4, 0; the third of 3, 5, 0, and the fourth of 5, 2, 5, 0.
The hop-select of the last forwarding node on the packet path (the destination node)
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Figure 3.38: Address field for the multicast example using bit representation.

is by definition 0. Therefore, all the paths end with hop-select equal to 0.

When the packet in the example arrives at the first node, it is split into two
packets; the first to be multicast to destinations 1, 2, 3, and the second to be unicast
to destination 4. The second packet is forwarded to its destination along the route
2, 5, 0, whereas the first packet, after arriving at the second node on its path, is
split once more. One of the new packets goes on output line number 2, the other is
forwarded directly to its destination on output line number 5.

The address adjustment for multicast packets is more complicated than the ad-
justment for unicast packets, because of the necessity of splitting the address field. In
the rmulticast case, the Control first looks for the level-indicator of the first hop-select.
Then, the address field is divided into pieces. The division is performed by breaking
the address field on the boundary of hop-selects with values of level-indicator equal
to the value of the level-indicator of the first hop-select. Each new packet carries one
of the resulting pieces and is then forwarded according to the first hop-select. During
the forwarding process the first hop-select is erased. The address field of the new
packet is, therefore, composed of only the relevant sub-tree.

Another possible addressing scheme for multicast in Blazenet uses a single hop-
select field to indicate multiple output connections. In this scheme M bits are used for
each route, each bit for one of the M possible output loops. A bit is set if the packet
has to be forwarded on the corresponding'output loop. In this scheme, as in the
previous one, the nested structure of the various paths realizes the multicast delivery.
Figure 3.38 shows such a representation for the above multicast example. This scheme
is more efficient in the case of multicast to many destinations. Consequently, the
preferred solution depends on the particular network parameters.

It should be noted that in both addressing schemes the packets created by splitting
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Figure 3.39: The Blazenet node design, as modified to include flooding.

the original packet have unused gaps in the address field. Moreover, even in the
unicast case, erasing the used hop-selects creates gaps. Although it is possible to
eliminate these gaps, the cost of the gaps is insignificant, since typically the header
is only a small portion of the whole packet.

A special case of multicast is broadcast, where a packet is to be transmitted to
all the possible network destinations. Broadcast can be implemented by different
algorithms ([69, 70]), which include: transmission of separately addressed packets,
multidestination addressing, hot-potato forwarding, spanning-tree forwarding, source-
based forwarding, and reverse-path forwarding. A broadcasting algorithm can be used
in Blazenet if the processing associated with the algorithm is minimal and there is
virtually no memory requirement for the algorithm. Consequently, the spanning-tree
forwarding, the source-based forwarding, and the reverse-path forwarding algorithms
are too complex to be implemented in Blazenet.

Transmission of separately addressed packets and multidestination addressing are

easily implemented in Blazenet by the unicast and multicast addressing schemes,
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respectively. I refer to the hot-potato forwarding algorithm as flooding. Flooding can
be implemented by different schemes. In one such a scheme, a specific hop-select value
is reserved for broadcast packets and instructs the forwarding nodes to forward the
packet on all its loops (possibly with the exception of the loop directed to the node the
packet comes from). The first hop-select does not need to be erased in the forwarding
process. To guarantee damping of the flooding process, the processing of the loop-
counterin the switching nodes must be slightly modified: the value of the loop-counter
must be decreased each time a packet is received in a switching node, whenever
the packet is blocked or successfully forwarded. This hardware modification requires
placing the loop-counter decrement unit before the switch of the Delay Line, as shown
in Figure 3.39. In order to make packet reception by all the network nodes possible,
the value of the loop-counter should be specified to be the maximum path length
from the packet source to any network destination with some reasonable addition
for packet loop backing. With this flooding mechanism, a broadcasted packet can
be received more than once. Consequently, higher layers protocols must discard the

duplicated packets. Flooding can be used to cope with abnormal network behavior

and to increase network reliability.

3.5.4 Monitoring the network

Topological and load condition changes in the network require constant adjustments
of routing tables and forwarding policies within hosts. The source routing used in
Blazenet makes it easy to acquire information about network changes in a distributed
manner. This information is gathered by hosts named Monitors that perform the
network data collection operation. Each Monitor initiates tests for link availability
and link load condition. These tests are performed by the Monitor, which sends
source-routed packets back to itself over specific paths in the network. Packets sent
through an unoperative link are not delivered back to the Monitor. By analyzing
information from many network paths, the Monitor can detect incremental changes
in the network load and network topology (e.g., availability of a specific link).

A test packet structure is shown in Figure 3.40. In order to avoid confusion, the

test-nr field differentiates between various tests (that can be performed concurrently)
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Figure 3.40: Test packet structure

and the path-nr field uniquely identifies the specific path tested. The input-time
records the time a packet was entered into the network and serves for calculation of
the packet delay through the specific path.

In the following discussion I assume that the network changes are incremental, that
is that the probability of a failure of more than one link or node between any two
tests is negligible. Therefore, it is assumed that at any time the Monitor’s ignorance
of the network’s status is at most a state of one variable.

The tests are performed in the following manner: Each Monitor sents packets
over the network to cover all the network links. If a packet does not return, the
Monitor initiates more tests in order to determine which link on the missing packet
path is down. The intersection of all the missing packets’ paths gives the unoperative
link (there is only one unoperative link, if any). However, in some cases a failure
cannot be uniquely identified. For example, consider a part of a path consisting of
two consecutive links connected by a node that have no other input/output links,
or that the other input/output links are unaccessible to a Monitor. In this case the
Monitor cannot determine which one of the two links actually failed.

If a Monitor decides that a link is unoperative, it passes this information to all the
other hosts connected to the Monitor’s switching node and causes changes in their
routing tables. Later, from time to time, the Monitor might reissue some tests to
check if the status of an unoperative link has changed.

The same approach can be used in order to locate the areas of congestion in the
network. However, more sophisticated algorithms must be used in order to analyze
the packets’ delays and to evaluate the state of the congestion of a specific link or
group of links. A useful assumption is that a link’s load does not change rapidly.
This assumption can be justified by the fact that the network has high-throughput
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characteristic. In a low-throughput network, the influence of a single event might have
a dramatic effect on a link’s load; in a high-throughput networks the high-capacity
makes the effect far less significant. Also, the fact that the networks are of a mesh
topology, contributes to the smoothing effect.

Conclusions from these tests help in determining forwarding policies and alternate
routing schemes. It should be pointed out that these tests should be implemented
in such a way that they do not significantly contribute to the network load. This is
accomplished by designing the tests so as to decrease their number, by performing
them with proper frequency, and by using a test packet of small size.

The Monitor, besides continuously determining the state of the network, can be
assigned other tasks. One such a task may be to serve as a collector of discarded
packets. A packet discarded by a switching node is handed to the Monitor connected
to the switching node. An additional field in Blazenet’s packet format might instruct
the Monitor on the necessity of announcing the discarding operation to the source of
the packet. The Monitor examines the discarded packet and may initiate a special
negative acknowledge (NAK) packet, sent back to the packet’s source. The NAK
packet is composed of the discarded packet header and the reason why the packet
was discarded.

The Monitor, as presented in this section, serves as a network tool that copes with
malfunctions and with abnormal behavior of a network. By performing such a func-
tion, the Monitor turns Blazenet into an immune communication channel, unloading
some processing burden from the network interfaces, and increasing the reliability of

the whole communication process.

3.5.5 Support for stream traffic

As shown in Chapter 4, the general cut-through switching method is the preferred
switching technique in the transactional environment. Blazenet is not an exact im-
plementation of any conventional cut-through technique. The reason is that even
though Blazenet does not store an unblocked packet, it stores a blocked packet for a
longer time than necessary due to the fact that storage of the loops can be “accessed”

only at discrete instances. Simulation results presented in Section 3.4 show, however,
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that the resulting delay degradation is not significant (especially at low-load). If the
last loop on each link is of the length of a single packet, the implementation tends
more to resemble the full virtual cut-through technique. Although, the storage is still
“accessed” at discrete instances in this case, the access is now more frequent. Conse-
quently, the gap between the end of the current transmitted packet and the “stored”
packet is of the maximum length of one packet size.

As pointed out in [3] and in Chapter 4, for wide-area networks operating under low-
load conditions, there is only marginal gain in having a single very high-speed channel
of capacity larger then some threshold value (which is in the range of Gbps). It is more
advantageous to have multiple paralle] high-speed channels (loops in Blazenet’s case)
operating at the capacity of the threshold. This arrangement also has the advantage
of providing increased network reliability.

In order to improve Blazenet’s performance for transmissions that are more of
the stream type, I present a different switching scheme that can be incorporated
into Blazenet’s design and that can integrate stream traffic without the excessive
overhead of conventional circuit-switching, and yet is capable of dedicating a path
through the network. I call this scheme Loop-Switching. The basic idea (which is
similar to that of the permanent virtual circuit in [35]) is to reserve a loop for the
duration of the message transmission. This is done in the following manner: A host
generating traffic injects its packets into a loop. When the stream of these packets
arrives at the next switching node, it tries to reserve the next loop on the path. If
the loop is unavailable, some of the first packets may be returned. Immediately after
the loop becomes available, the next packet in the packets’ stream will reserve the
loop, allowing it and the subsequent packets in the stream to be forwarded on the
now-reserved loop. A reserved loop is dedicated for the transmission until there is no
arriving packet to be forwarded on the loop for a period of at least one round trip time
of the loop. At this point in time, the Control decides that the message is complete
and the loop is freed for another connection. Thus, the packets of a message diffuse
through the network reserving the path for the message. Loop-Switching assumes the
existence of many loops operating in parallel and forming a single link. The use of the

scheme is justified only for stream transmissions whose channel occupation time is at
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least on the order of the propagation delay of a single hop. Also, a special instruction
must be included in the packets header to indicate that the Loop-Switching service is
required. When the Loop-Switching technique is optionally provided the integration

of stream and bursty traffic is easy to perform.

3.6 Issues resolved by the transport and higher

layers

Blazenet does not provide error detection on the header portion of a packet. Hence,
packets can arrive at a wrong destination. However, if the information on the packet
destination is embedded into the data portion of the packet, and the data portion is
protected by error-detection (or error-correction) code, the transport layer discovers
packet misdelivery and discards the erroneous packet. Packets discarded by the des-
tination because of a transmission error, as well as packets discarded by the network
and packets lost while in transit, are retransmitted by the source of the packet after
a NAK is received or after some time-out has expired.

Packets are also not guaranteed to arrive in the order in which they are entered
into the network, since an earlier-sent packet may be blocked and may arrive after a
later-sent packet that was not blocked. In this case too, the transport layer has to
take care of the packet reordering, creating a transparent service for the end-to-end
communication.

Blazenet provides some limited flow control on the physical layer. When the load
increases, the loops become more populated and less traffic can be inserted into them.
Thus, the flow control is performed by the back-pressure that propagates from the
point of congestion to the entrances of the network. This flow control is basically at
the hop level and in a limited sense also at the entry-to-ezit level. Blazenet does not
support higher level flow control.

The loop-counter mechanism in Blazenet, which implements packet time stamping,
has two major roles: to support real-time traffic delivery and to avoid erroneous

infinite traffic circulation. In more sophisticated applications, the priority of the
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packet can be varied according to the value of the time stamp. The priority of packets
with smaller residue lifetime will be increased. The transport layer, the session layer,

and possibly even the application layer may play a role in the determination of the

value of the loop counter.

3.7 Summary and conclusions

In this chapter, I have presented Blazenet, a wide-area high-speed packet-switched
network suitable for fiber optics implementation. I have discussed Blazenet’s archi-
tecture, operation, switching node design, performance, and extended features.

A closer look at Blazenet reveals some of the network’s salient properties: high-
speed switching, the lack of conventional memory, good behavior under traffic load,
flow control performed by the back-pressure mechanism, and the possibility of imple-
mentation of priority traffic, of multicast delivery, and of photonic design. Specifi-
cally, Blazenet provides switching of multi-gigabit per second data rates, low delay,
and good behavior under load. .

The use of source routing allows each switching node to make switching decisions
on the fly, minimizing the switching delay. The use of a loop-back channel, which
effectively stores packets that are blocked at the switch, minimizes packet loss un-
der load without requiring additional memory within the switch. Simulation results
indicate that Blazenet’s performance is comparable for low-load operation to that
of the ideal case of a nonblocking network, and that the Blazenet’s performance is
siginficantly better than that of the Lossy network.

Finally, the simplicity of the switching node, which results from the use of source
routing, and the absence of switching buffer memory makes it feasible to realize
the switching node through the use of photonics. Photonics makes the switching
node more immune than electronics to electromagnetic monitoring or interference. It
also provides greater performance and reliability, especially as photonic technology
matures ([56]).
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Chapter 4

Switching methods for H-P

communication

4.1 Introduction

The large capacity of optical fibers suggests that circuit-switching (CS) may become
a more attractive switching method than packet-switching in future communication
networks. However, it is shown in this chapter that under some reasonable assump-
tions the delays associated with circuit-switching make the technique inferior to cut-
through packet-switching in a high-performance, distributed environment, an envi-
ronment that is characterized by the transactional model of communication. Blazenet,
introduced in Chapter 3, provides the proof for the claim that fast packet-switching
is, in fact, feasible.

4.2 Message-switching vs. packet-switching

In this section, I present the comparison between message- and packet-switching.
Both switching schemes operate in the general-cut-through mode. It is assumed that
the message length has some general distribution. (Instead of message length, I use
in the following analytical development message transmission time in seconds, which

is equal to message length in bits divided by channel capacity C [bit/sec]. Thus all
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links are assumed to be of equal capacity. Consequently, when I refer here to message
and packet size, it should be remembered that these are actually transmission times
expressed in seconds.) The random variable (r.v.) # represents message transmission
time in seconds, and A(Z) is the average arrival rate of messages per second with
transmission time equal to Z [sec]. (Tilde sign above a variable indicates a random
variable. Expected value of a random variable is indicated by a bar over the variable.
Queuing theory abbreviations are the same as in [88].) Also, it is assumed that the
length of a path with in the network is / hops.

The message arrival process is assumed to be Poisson. This is not strictly true
when cut-through switching is used. However, as shown in Appendix D, for small (and
large) utilization factor p the distribution of interdeparture times from an M/M/1
queue closely resembles the exponential distribution. Also, for intermediate values
of p the difference between the exponential and the actual interdeparture time dis-
tributions is small. This fact, together with Kleinrock’s independence assumption
([20, 89]) justifies the assumption of Poisson arrival process.

In the message-switching scheme (MS) the message delay is composed of the queu-
ing time at each one of the switching nodes on the message path plus the message
transmission time. Thus, the MS delay, D,., is

D, =1-Wmyep + % [seq], (4.1)

where WM/G,I is the waiting time in seconds at each node, which is obtained from
the Pollaczek-Khinchin formula ([88]). Thus

— Am - T2
m—l-m+f[sec], (42)

where p is link utilization factor. The value of X,,, the total message arrival rate, is

calculated using
Am = /:o A(z)dz [messages/sec] . (4.3)

In the packet-switching case (PS) it is assumed that all packets are of equal size
and their transmission time is represented by p (this requires, in general, padding

of the last packet of a packetized message). The packet arrival rate, A,, is larger
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than the message arrival rate since, in general, messages are divided into a number

of packets. The calculation of A, is given by

Ap = /ooo A(z) - B(z)dz = g /p::_l) k- A(z)dz [message/sec], (4.4)

where B(z) is a weight function, as presented in Figure 4.1.

A packet in the PS case encounters the queuing delay at each one of the switching
nodes on its path and the transmission delay, p [sec]. Packets of a message are,
however, interleaved by packets belonging to other messages, thus creating inter-
packet gaps. These gaps prolong the message delay, since a message is declared
received only when its last packet is received. The r.v. ¥ represents the length of the

———

inter-packet gap in units of a packet’s transmission time. Thus, the PS delay, D,, is

_— —~ x B _
D,,=I~WM/G/1+|';—1'|-v-p+z[sec]. (4.5)
In Appendix A, it is shown that if the number of packets, each message is divided

into, is much larger than 1 then 7= [ - p. Thus,

D,=1. Ap -

P
m.’.;p.(l.{.lp) [sec]’ (46)

where it is assumed that:
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o the messages are divided into many packets, i.e., % > 1,
e ¥ and Z are independent,

e p remains the same for both MS and PS.

The last assumption is not strictly correct because of the possible padding of the
last packet of a message. Thus in reality pprs < pps. The assumption (favoring the
PS scheme) is, however, a good approximation for small p.

It follows directly from the last assumption that

Ap=Am - % [messages/sec] . (4.7)
Thus
Am - 22 _
D, = 2(—1__—p-)--l+:z: [sec] (4.8)
and
Ap - F-
m=§(_l_§7)’1-z+f.(1+z-p) [sec] - (4.9)

It is instructive to note that the corresponding formulas for MS and PS working

in the conventional store-and-forward (not cut-through) mode are

—-———)‘""F A+T-(141) [sec] (4.10)
™ 2(1-p) '
and
Ay - E- _
D:=-2-(T_£;;—)-l+p-l+x-(l+l-p)[sec]. (4.11)

The new term Z-! in the equation for D,, is the time required to completely receive
the message in each switching node along the message path. The corresponding term
in the equation for D, is p- I.

As Var(z) > 0 and 7 > p, it follows that the first term in D,, is always greater
than the corresponding term in D,. Consequently, by sufficiently decreasing the
packet size, p, the delay of packet-switching can always be made smaller than the

delay of message-switching in the store-and-forward mode. This is not true, however,
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in the cut-through mode. Suppose, for example, that the messages are of fixed size.

Thus, z2 = T2. Then for p < 1/2, and even for p=0, one still obtains D, > D,,.
Assuming small packet size, p — 0 (note that this assumption is supported by

the large link capacity in fiber optic networks), the condition for having a message-

switching delay that is lower than the packet-switching delay is

zz

= <201~ p) (4.12)
or,

C¥ <1-2p, (4.13)

where C,, the coeficient of variation, is defined as
o
Co=—. 4.14
=2 (1149

Obviously, a large mean and a small variance of the message size tend to favor
message-switching. Also, small p has the same effect. For example, the distribution
of the message length measured in our local environment at Stanford (the V-system)
is shown in Figure 4.2. After substitution of the first and the second moments of the
message length calculated from the above graph, one concludes that for p < 0.69 the
message-switching outperforms packet-switching. Since it is reasonable to assume
that the system will operate at loads lower than 0.69, the system should employ
message-switching as its switching method.

The two effects that interplay here are: the queuing delay is shortened by shorten-
ing the transmission time of the information and the inter-packet gaps are increased
when messages are divided into packets. It should be stressed that the equation for
inter-packet gap assumes independent packets. In reality this independence assump-
tion is not valid, especially near the network entries. The actual range over which
message-switching is advantageous is larger than that predicted by the above analysis.
For example, Appendix B shows that for the case of fixed message length, message-
switching always has lower delay than packet-switching (due to the correlation in
arrival times between the packets of two colliding messages), when observed at the

network entries.
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However, packet-switching possesses advantages as well. Error detection is usually
provided on a per packet basis. Long messages, for which the probability of an error
in the message is increased, cause the whole message to be retransmitted, and result
in large overhead. This problem can easily be avoided by providing error protection
on blocks within the message. Since error checking will probably be done only at
the destination (and the cut-through technique somewhat limits the error checking in
the intermediate nodes) this solution provides the same level of overhead as packet-
switching.

Yet another advantage of packet-switching is that different packets of the same
message may be routed on different routes through the network. Messages, in the
message-switching technique, are usually routed along a single path. However, in
future high-speed networks the overhead of the computation of dynamic routing may
be too high, and hence, some simplified routing mechanism like a constant routing
scheme will probably be employed. Moreover, since the prediction is that future
high-speed networks will operate under low utilization, the routing will be done most
of the time using a single (best choice) decision. Consequently, I do not see this
disadvantage of message-switching as a very crucial one.

In this work I chose to compare the message-switching (and not packet-switching)
technique to the circuit-switching scheme, mainly for two reasons. The first is the
fact that low utilization (p — 0) tends to favor message-switching. The second is
the fact that with increased link capacity the message transmission time shrinks and
thus further fragmentation considerably increases the processing overhead associated
with many very small packets. In the proposed message-switching scheme, the mes-
sages can be divided into logical blocks that usually travel back-to-back as a unit
through the network. Blocks might be separated under some special conditions like
interruption by an extraordinary priority traffic. Note, also that a request, being a
short message, can be designed to interrupt back-to-back packets of a long response,
partially alleviating the increased delay of message-switching for traffic with large

variance of messages lengths.
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Figure 4.3: Model of a single path in the network
4.3 The model

The model I chose to compare the performance of the circuit-switching technique
with that of the message-switching technique is presented here. The model includes
a single path of length ! hops, as presented in Figure 4.3. I assumed that the network
in question is large: many links enter and exit each one of the switching nodes. The
links in the network are of equal capacity C [bits/sec] each. Moreover, I assumed that
the network is totally symmetric and that traffic in the network is totally balanced.
Consequently, all the network links are equally utilized. In the circuit-switching case
the link capacity is divided into N sub-channels, each sub-channel of capacity C/N
[bits/sec].

The communication model assumed is the transactional model. A request, which
is assumed to be a small amount of information (usually of the order of a small
fraction of the average response size), is sent from a client to a server. The server,
after processing the request (for « [sec]) answers by sending a response of d [bits] back
to the client. This response is assumed to be a large amount of data. Measurements
done on Stanford V-system (see also [40]) tend to support these relative sizes of
requests and responses. Different cases of the relative sizes of request and response
are considered in Section 4.7.

The discussion focuses on wide-area networks of the order of hundreds of kilome-
ters, with a coast-to-coast span being the maximum size. The one-way propagation
delay over the path is called T},, [sec]. (On a 1000 km path, Tp,0p = 5 msec.) To
simplify the calculations, I assumed that all links are of equal length, 100 km, and
that the speed of light in fiber is 200,000 km/sec.

I would like to point out that since a preliminary analysis has shown that the
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general-cut-through message-switching technique outperforms the circuit-switching
technique in this environment (i.e., in the case of high-speed network, high-performance
communication, and response-request protocol of communication), some of the as-
sumptions that are made in this work are conservative in the sense that they decrease
the delay of the circuit-switching scheme more than the delay of the message-switching
scheme.

For the message-switching implementation, I assume the general-cut-through mode
of operation on a store-and-forward network configuration with infinite storage.

The circuit-switched network is assumed to work in the following manner: while
the request makes its way through the path from a client to a server, it reserves a
reverse sub-channel for the response. This means that at each switching node the
request competes for one of the N sub-channels on the link in the reverse direction.
The reservation is made by leaving a dummy copy of the request in each one of the
switching nodes on the request path, while the real request continues its way to the
next switching node on its path. Each one of the switching nodes waits for completion
of the reservation of a sub-channel and for the arrival of the dummy request from
the previous node. Only then it sends its dummy request to the next node on the
path. (The first node does not need to wait for a dummy request.) When a dummy
request arrives at the server, the reverse channel is set, and as the server finishes the
processing, the transmission of a response is initiated. Note that using the request to
set up the circuit has an obvious advantage in terms of delay over the conventional
round-trip circuit set-up procedure that occurs before any communication takes place.

For both schemes, I assume that because of the small size of the requests, they en-
counter no queuing delays. (The requests’ queuing delays can be virtually eliminated
if a separate channel for the requests is designed.) However, in the circuit-switching
version a dummy request is delayed at each switching node until a reverse free sub-
channel is found. In the message-switching version a request is assumed to speed
through the network without any delay whatsoever. Because of the transmission of
a dummy request from each one of the switching nodes, the transmission time of the
request at each switching node should be added to the total delay of the transac-

tion in both switching schemes. However, because of the small transmission time of
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the request compared to the propagation delay of each hop, this time is neglected.
(Note that this is a conservative assumption since in circuit-switching the channels
are smaller, thus the transmission time of a request is increased.)

In the following analysis, I examine the influence of the following four parameters

on the comparison of circuit-switching with message-switching delays:

e Channel utilization, p ,
e Data transmission time, d/C [sec],
e Path length, ! [hops],

e Request processing time, a [sec].

4.4 Message-switching delay

The queuing model for this case is M/D/1. Since general-cut-through is assumed, a

message encounters the following waiting time at each node on its path:

Wariop = 2o [sec] (4.15)

The transmission time is, however, encountered only once during the message
transmission. Thus, the delay of a transaction is:
d p-d/C

Delay{MS} =2. Tprop+ 6 +a+ 5-(-1—_;7
where d/C is the transmission time in seconds of the data and T,,,, is a one way
propagation delay in seconds of the path. The one way propagation delay is equal

to the path length divided by the speed of signal propagation in the media. Thus,
assuming hops of 100 km,

[sec], (4.16)

Tprop = 0.5-1 [msec] . (4.17)

From equations (4.16) and (4.17), the delay as a function of the four parameters
of the message-switching technique can be easily evaluated. In the case of packet-

switching, one needs to include the reassembly time of a packetized message. The
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reassembly time results from the fact that packets of the same message will be in-
terleaved with packets of other messages, while the message is in transit. Thus, the
actual time of the reception of the last packet of a given message is delayed by these
inter-packets gaps. The formula for this extra delay, derived in Appendix B, shows
that the inter-packets gaps increase the message transmission time by a factor [ - p.
Consequently, the packet-switching delay totals:

p-d/C

d
Delay{PS}—2'Tprop+6'(1+l.p)+a+2(1—P)

-1 [sec] . (4.18)

4.5 Circuit-switching delay

The queuing model for the circuit-switching case is M/G/N. However, because of the
complexity involved in solving this model, I used an approximate solution; i.e., the
Nozaki-Ross approximation for M/G/N ([90, 91]).

First, let us concentrate on the evaluation of the service time. During the process
of a circuit set-up the sub-channel of the first link is held for the whole time of the
transaction, while the sub-channel of the last link is held only for a fraction of the
total transaction time: the round-trip propagation time over a single link, the request
processing time, and the transmission time of the response. Thus, the service times
of the consecutive nodes on the path are decreasing. I assumed uniform distribution
of the service time with maximum equal to the whole transaction time and minimum
equal to the holding time of the last link. Furthermore, I assumed that the path of
all messages is of equal length. (More general cases can be treated in the same way,
with the average path length weighed by the factor of I—"‘ﬂ2 For more details see
Appendix C.)

The Nozaki-Ross approximation gives the waiting time of an M/G/N queue as a

function of the second moment of the service time, E{h?}:

W /\-E{hz}-pN"l
M/GIN = 1 N =
M N =1)1- (N = p)2- [N5 & + T
X E{h?}
—_ [sec] . (4.19)
2N - p)?- [T AN + )
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The approximate M/G/N delay can now be calculated. The calculation is, how-
ever, complicated by the fact that the evaluation of the first moment of the composite
service time is, by itself, dependent on the total delay. Therefore, recursive approxi-
mation was used to solve for the delay.

The total circuit-switching delay is obtained by

Delay{CS} =2 Tprop + + MAX(a, Wryayn) [sec] . (4.20)

d
C/N
4.6 Comparison between the switching techniques

In order to compare between message- and circuit-switching, the delay of a transaction
was calculated for both the scheme using 4.16, and 4.20 with 4.19, respectively. The
delay was evaluated for 0 < p <1 and for different values of the parameters d/C, a,
and /. In particular, d/C was assigned 103 sec, 10~ sec, 10~° sec, and 107° sec; a
values of 10 msec, 100 msec, 200 msec; and ! values of 5 hops, 10 hops, and 20 hops.

The number of sub-channels, N, is a crucial parameter in the performance of
the circuit-switching scheme. Increasing the value of IV, on one hand, decreases the
contention over sub-channels, but on the other hand, increases the transmission time
of the response, since now the sub-channels are of smaller capacity. Thus, for a given
set of other parameters (p, a, d/C, and l) there is an optimal value for NV that yields
minimum delay. Since the goal of the work is to prove message-switching superiority,
optimization on the value of NV was done in each case. This means that the number
of sub-channels was changed each time the value of any other parameter changed.
In some sense this is an unrealistically conservative assumption, since in practice the
number of sub-channels is rarely altered.

The relative increase of the circuit-switching delay over the message-switching
delay is calculated by the following formula:

Delay{CS} — Delay{PS}
Delay{PS}

%) . (4.21)

However, more interesting is the net increase of the circuit-switching delay over the

message-switching delay. The net communication delay is the delay encountered by a
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message that needs no processing time, but that is communicated in an environment
of messages that have some processing time requirements. This might be the case,
for example, with high-priority traffic requiring immediate and short response. The
relative increase in the net communication delay is calculated using the following

formula:

(Delay{CS} — a) — (Delay{PS}
(Delay{PS} — a)

—2) (%), (4.22)

These comparisons were made for the whole range of p and for d/C as a parameter.
The results for all the nine combinations of a and [ are presented in two sets of nine
separate graphs each: Figures 4.4 - 4.12 for the total delay and Figures 4.13 - 4.21
for the net communication delay.

Graphs 4.22 and 4.23 show respectively the effect of variations in [ and in a.

In order to examine the effect of keeping the number of sub-channels constant (no
optimization on N), the comparison was made for six combinations of parameters.
The results are shown in Figures 4.24 ~ 4.29. In each case three values were chosen
for N. The chosen values are those that optimize the circuit-switching delay for p:
0.26, 51, and 0.76.

The last graph in Figure 4.30 shows the boundaries between the two techniques in
the Ix(d/C) plane with a as parameter. In the graph the area above any of the curves
specifies the region where message-switching has lower delay than circuit-switching
for any value of p. However, the boundaries in the graph should be considered more
as limits than as exact boundaries because of the many conservative assumptions used

in the process of deriving the graph.

4.7 Discussion

The comparison of the two switching techniques, as presented in Figures 4.4 to 4.12,
does not reveal the main disadvantage of the CS scheme, since the increase in the
CS delay is dominated by the large values of propagation delay and of a. Figures
4.13 to 4.21 show the comparison for net communication delay, i.e., excluding a. The

dramatic overhead of the CS scheme can now be noticed, especially for short path
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and high values of a. For example, in the case of [=5 [hops], a=0.200 [sec], and
d/C = 107* [sec] (Figure 4.15) the CS net communication delay is about four times
larger than that of the PS scheme for p=0.1. Moreover, this set of graphs reveals
that as the channel capacity increases the relative increase in the net communication
delay of CS over PS also increases. Thus, as the bandwidth increases, PS becomes a
more attractive switching method.

This sensitivity to the value of a is also demonstrated in Figure 4.22. (In Stanford
V-system, the average values of a during periods of high activity were in the range
of 50-70 msec, and the average value over all times was about 40 msec, as discussed
in [40]. Of course, servers in wide-area networks serving larger user community may
experience higher load, which results in longer processing delay.) The sensitivity of
the comparison between the two switching techniques to the path length, [/, is shown
in Figure 4.23. The conclusion that I draw from these graphs is that the parameters
l, a, and p strongly affect the relative performance of both schemes. The parameter
d/C is less influential for and beyond the value of 10™* [sec], especially for low p.

As pointed out in [15], long path and long messages (equivalent in the present
work to large d/C parameter) favor CS in the sense of lower delay. However, as
can be noticed from the graph in Figure 4.30, the range of the two parameters over
which CS has lower delay than PS can hardly be met in high-performance systems.
For example, for d/C < 1072 [sec] (which corresponds to a 10 Mbit message over a
1 Gbps channel), o > 0.100 [sec], and any value I/, PS always has lower delay than
CS. As the channel capacity increases, the network operation point moves further
from the boundary. This behavior again demonstrates that increasing the channel
capacity favors PS.

The basic reason for this behavior is that a message that appears as stream traffic
on a low-capacity link, occupies a high-capacity link for a short duration, thus ap-
pearing more bursty on high-speed media. Therefore, on a high-speed channel such
a short burst strongly decreases the utilization of the link, especially in wide-area
networking where the propagation delay (which does not scale down with increased

capacity) forces a long channel reservation. (Also, the processing time may not scale
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down as much as the capacity does, and this may add an additional source of sub-
channel holding time in the CS case.) Such long holding times imply long waiting
times for a free sub-channel. To compensate for this behavior, the analysis dynami-
cally increases the number of sub-channels by dividing the total capacity into smaller
sub-channels. However, this increase in the number of sub-channels leads to increased
transmission time and increased total delay.

The dynamical optimization of the number of sub-channels with the network load
needs to be approached with caution. Such dynamic adjustment might be impractical
or highly expensive in some situations. In those situations where the number of sub-
channels is fixed, there exists a pmaz, beyond which the CS scheme saturates. (The
value of ppms, is close to the value of p for which this particular fixed number of
sub-channels optimizes the CS delay.) The CS delay remains relatively constant with
P, Up tO Pmaz, Where no further increase in input traffic can be achieved (as shown
in Figures 4.24 to 4.29). However, this constant value of the CS delay is worse
than the CS delay that results when the number of sub-channels is optimized. (For
P K Pmaz this constant value is much worse than the optimized value.) This behavior
is shown in Figures 4.24 to 4.29 for different values of the parameters. In each case
three values for the number of sub-channels have been used, the values that optimize
the CS delay for three values of p: 0.26, 0.51, and 0.76. Thus, the tradeoff here
is between the maximal available utilization, pm.r, and the lowest (nearly constant)
delay. Consequently, for the case of a fixed number of sub-channels in the CS scheme,
the superiority of PS over CS becomes even more apparent.

As mentioned in Section 4.3, the model used for the comparison of the switching
techniques assumes small requests and large responds. I will explain now why this
assumption is a conservative one. Assume an environment in which requests are large
and comparable in size to responds. I claim that in this case circuit-switching without
the conventional set-up procedure cannot be used, because the switching nodes cannot
guarantee immediate storage allocation for large requests. Since the delay of the set-
up procedure equals at least twice the round-trip propagation time through a network
and since the round-trip propagation time is significant in wide-area networks, the

comparison of the packet-switching technique with the circuit-switching technique
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that includes the set-up procedure favors even more the packet-switching technique.
Assume now that both requests and responds are small. The transmission of a respond
from a server to a client occupies a reserved reverse sub-channel for a shorter time.
However, because of the constant (and long) propagation delay, which is part of the
sub-channel reservation time, the decrease in the reservation time is relatively less
than the decrease in the respond’s transmission time. Thus the channel utilization
decreases even more, resulting in longer delays for the circuit-switching than for the
packet-switching technique. Consequently, I conclude that the analysis presented here
is the “worst-case” scenario for packet-switching.

In addition to a higher transactional delay, CS has other disadvantages over PS
when used in high-performance networks. One such disadvantage is that some features
are less flexible when integrated into a network that is implemented with the CS
technique. For example, in the CS technique it is difficult to change the priority of
a traffic stream or to change the multicast address list, in the middle of a session,
since these operations require closing the established circuit. (Multicast is sending
the same data to many destinations). Also, packet-switching offers a flexible way
for bandwidth allocation ([9]). In other words, in circuit-switching there is need to
allocate the required bandwidth prior to the actual information exchange. In packet-
switching the bandwidth requirements can be dynamically changed and adapted to
the changing requirements of an application (changing coding data rate in video
compression).

Another disadvantage of the CS scheme occurs when multicasting is required.
Suppose it is necessary to multicast to k destinations. If the link multiplexes N
circuits in the circuit-switching method and k¥ > N, some of the circuits will have
to be closed and re-opened to new destinations, in order to perform the multicast
operation. Thus, the delay significantly increases in such a case. In contrast, packet-
switching allows a multicast packet to travel as a single packet up to the point where
it has to be replicated. Thus, delay, as well as ‘throughput, are improved in the
packet-switched multicast as opposed to the circuit-switched one.

Yet another CS disadvantage comes from the fact that practical CS realizations

require traffic synchronization. In PS, on the other hand, the traffic is switched
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asynchronously (see also Section 5.3).

The reasoning of some authors, favoring circuit-switching that supports traffic
of long duration with high bit rate for the future high-speed networks, is that the
switching speed will be limited by “... the time required to electronically calculate
or look-up in a table the next path configuration to be realized by the switching
array” [112]. However, traffic that looks like stream traffic may turns out to be more
of the bursty type when used on a very high speed channel ([9]). (Stream traffic
is traffic with average to peak data rate ratio close to unity. In bursty traffic the
ratio is considerably smaller then 1. The ratio of a traffic depends on the channel
characteristics and is measured on a channel that the traffic is transmitted on.) For
example, traffic like packetized voice, which on a 64 kbps channel is apparently of
the stream type, changes to bursty traffic on 100 Mbps link. Consequently, high-
speed links in future networks will see traffic that is more of the bursty type. In
Chapter 3, I presented the design of Blazenet, a packet-switching network that can
perform packet switching on the fly, and is, therefore, not limited by the calculation
or look-up procedure of a packet routing operation. Blazenet design shows that fast
packet-switching is, in fact, possible.

As C increases the transmission time decreases and the propagation delay dom-
inates in the value of the total delay of a packet-switched network. Thus, it is rea-
sonable to ask what is the point beyond which any further increase in total channel
capacity yields only a marginal improvement in the delay. The breaking point (de-
fined as the value of C' which results in transmission time to be equal to 10% of the

propagation time) can be estimated by

10-d

TP"OP

Cbreak = . (4.23)

Suppose 10 Mbit need to be communicated over a path of length 1000 km. Assum-
ing 200 000 km/sec as a speed of light on optical fiber, results in Cirear = 20 Gbps.
Therefore, to reach the breaking point, even for such a long path, requires large ca-
pacity. However, if very large capacities will become available with the progress of
the technology in the future, the argument presented in this section supports the

use of a number of packet-switched networks operating concurrently, rather then a
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single circuit-switched network. Such a solution possesses the additional advantages
of increased reliability and lower dependency on future growth of the network.

In Chapter 3, I described Blazenet, which is packet-switching network. Blazenet
is not an exact implementation of the packet-switching technique as modeled in this
chapter. In particular, Blazenet do not store the blocked packets in a queue and
blocked packets are not immediately forwarded when the output link becomes free.
Moreover, blocked packets are not guaranteed to be forwarded on the first-in-first-out
basis. Consequently, the average packet delay of Blazenet is longer than the delay
predicted for the packet-switching scheme by the analysis presented in this chapter.
Therefore, it is interesting to know if Blazenet still outperforms the circuit-switching
technique. The following shows that this is indeed the case.

The number of sub-loops that a single hop is composed of, has a crucial effect on
the average packet delay of this hop. In particular, for some link utilization the delay
decreases as the number of sub-loops increases till the number of sub-loops reaches
some value, referred to here as the optimum value of éub-loops for this link utilization.
Further increase in the number of sub-loops has only a minor effect on the average
packet delay. Also, as a function of the link utilization, the larger the load, the larger
the optimum value of sub-loops for this hop. Consequently, knowing the expected
load of a link, Blazenet can be designed to have the average packet delay close to the

delay of the packet-switching model presented in this section.

4.8 Summary

In summary, the following two factors contribute to the increased transaction delay

in the CS technique:

¢ Dividing of the channel into smaller sub-channels, thus increasing the message
transmission time. This is an important factor in high-performance networks
because of the prediction that future high-performance networks will connect a

large number of local-networks.
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e Dedicating resources, thus lowering the channel utilization and increasing the
delay. This is an important factor in high-speed networks because the transmis-
sion time shortens with increased link speed but the propagation delay remains

constant.

Also, other considerations such as requirements for multicast, for priority delivery,
and variable bandwidth allocation favor packet-switching.

From the comparison of the packet-switching technique with the circuit-switching
technique I conclude that PS is the preferred switching technique to be used in future

networks planned to provide high-performance communication.
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Chapter 5

Photonic implementation of WAN

5.1 Introduction

An increased interest in photonic switching and photonic processing is apparent in the
recent technical literature ([93, 94, 95, 96, 97, 98, 99]). In particular, photonic imple-
mentation of high-performance communication networks has been proposed ([100]).
In such an implementation the information is entered into the network as light, is
amplified and possibly regenerated, and is switched, without being converted to an
electrical signals at any time. An extension of the idea of a photonic network is a to-
tally photonic network implementation, in which the switching nodes’ control consists
too of optical devices (without any electrical components). Such an implementation
has some salient advantages over the conventional electronic implementation. These
are immunity to electro-magnetic interference, increased speed and bandwidth, higher
security, lower design complexity, and increased design flexibility. However, a fully
photonic implementation of a switching node is still not commercially feasible due
to as-yet-unavailable optical amplifiers and optical logic devices. Moreover, optical
RAMs are, and are expected to remain expensive, too expensive to be readily used
as a large storage device ([43, 101, 103]). Consequently, the conventional electronic
architecture of a switch needs to be replaced by an architecture suitable for photonic
implementation. Blazenet is an appropriate solution for a photonically implementable

switching node. Using the Blazenet design, the data path of the switching node can

120



be fully photonically implemented with the today’s state of the art.

In this chapter, I argue that future wide-area networks must be very high-speed,
low delay, packet-switched, and that photonics is essential for the implementation of
these wide-area networks.

This chapter is organized as follows: Section 5.2 argues for very high-performance
of wide-area networks. Section 5.3 presents some of the specific problems of photonic
circuit-switching, problems that do not exist in photonic packet-switching. Section 5.4
discusses the problems and difficulties associated with the electronic implementation
of high-speed, packet-switching network. Finally, Section 5.5 summerizes the pre-
sented ideas.

5.2 Why high-performance networks?

The focus of this work is the design and implementation of wide-area networks to
interconnect high-performance local networks and high-performance computer sys-
tems. Local networks in the 100 Mbps to 1 Gbps range and possibly higher will be
available in the near future. I see local networks being driven into these performance
ranges by several factors. First, realization of high-performance communication, in-
troduced in Chapter 1.2, requires networks that can successfully cope with the special
characteristics of high-performance communication. Of particular importance is the
increase in the size of the data required to be conveyed over the local networks, as
illustrated by the following examples: real-time color graphics simulations performed
by supercomputers, documents sent with font definitions instead of being formated
with the font definition at the destination, or chunks of frequently-used software that
are moved between machines’ main memory instead of being read from a local disc.
Because of the data size and because of the requirement to keep reasonable response
time, it is necessary to increase the speed of the media. Second, the increasing speed
of the applications requires faster network performance in order to prevent the net-
work from being the “bottleneck” of an operation. For example, fast file and database
access on increasingly fast workstations requires high data rates to minimize the de-

lay for accessing significant amounts of data. Third, use of clusters of machines on
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a local network for parallel computation and real-time control requires low-delay,
high-performance communication. Finally, the fiber optic transmission and switching
technology exists, and its rapid development is improving the economics of use.

If local networks are interconnected by a lower-speed wide-area network, internet-
work traffic (typically of a bursty nature) must be buffered and queued in gateways to
the wide-area network. Also, congestion control techniques are required in the gate-
ways to avoid overloading the backbone network. The consequences are increased
gateway costs, increased delays for the queuing and congestion control, and poorer
return on investment for the local network resources.

In contrast, if the interconnecting network is of higher performance than the local
networks (so that the average packet transmission time plus possible queuing delay is
much smaller than the packet inter-arrival time, i.e., the network utilization is low),
a packet is typically forwarded on the interconnecting network without being queued,
buffered or delayed. This reduces the need for significant memory and processing
power in the gateways and switching nodes. The transmission-induced delay is also
reduced. Finally, assuming a common performance profile and load of the originating
and receiving local networks, the rate at the receiving gateway is matched to the rate
of the receiving local network. Thus the wide-area connection appears to be “nearly”
transparent to communication between local networks.

In general, delays introduced by wide-area networks waste the resources of local
networks and degrade the performance seen by end users. As fiber optics technology,
photonic switching, and photonic processing make higher performance feasible, it can
be expected that data rates on wide-area networks will be pushed as high as possible,

and perhaps will be limited by the costs of host/gateway interfaces.

5.3 Photonic packet- vs. circuit-switching

In Chapter 4, I compared packet-switching with circuit-switching for high-performance
communication. In this chapter, I concentrate on additional issues in this comparison,

issues specific to photonic implementation.
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5.3.1 Time synchronization in photonic wide-area networks

Traditionally, circuit-switching uses the Fixed-Time-Division-Multiplexing (FTDM)
scheme to multiplex many traffic streams on a single channel. FTDM requires traffic
synchronization in switching nodes at least at the level of slots. In this scheme the
switching operation consists of the interchange of information between time slots of
different traffic streams. In order for such an interchange to be possible, the time
slots of all the traffic streams need to be synchronized. The synchronization can be
achieved by introducing appropriate delay on the input lines that assures that all
the frames arrive at the switching element at the same time. Note that there is no
essential need to synchronize the traffic to the bit level, because the content (light) of
a whole slot is interchanged without the necessity to know the slot’s actual content.

Of course, in practical systems such fixed synchronization cannot stay permanently
stable. Drift of clocks, changes in hardware operational parameters (due to aging,
for example), hardware malfunction, or changes in optical length (as the result of
temperature changes) drive the system out of synchronization in a short time. In
today’s electrical telephone system the synchronization is done on the bit level. The
clock is extracted from the signal by Phase-Locked-Loop devices, which continuously
correct the clock by filtering the incoming waveforms. Furthermore, the differences
in clock frequencies of different streams are compensated by bit-stuffing techniques,
in which a marked bit is added every so often to adjust the drift in clocks. These
bit-stuffing techniques require elastic memories, whose size increases with the speed
of the data stream.

For photonic switching systems the synchronization techniques used in electrical
systems are currently impractical because of their complexity, especially at the very
high-speed at which photonic systems are expected to operate ([104, 105]). (This
assertion will need to be reevaluated with the progress of the photonic technology.)
Also, the need for elastic memory makes this synchronization technique unattractive
in photonic implementations. At present, the solution for FTDM synchronization
in a photonically switched networks is to use a central clock and to include “guard
bands” in the slots ([105]). A “guard band” is an additional, initially unused delay
in the slot format (see Figure 5.1). As the slot is interchanged and travels through a
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Figure 5.1: “Guard bands”

network, the data content of the slot floats within the space defined by two adjacent
guard bands. In this way overlapping of any two adjacent slots is prevented. Thus,
theoretically the slot synchronization can be maintained with a central (fixed) clock.
The size of the guard bands is determined according to the operational parameters of
the network. (As mentioned in [106], additional guard bands might also be needed to
compensate for the reconfiguration time of the switching elements.) However, central
clock distribution poses a serious difficulty in the network implementation. Moreover,
because of the variations of the optical length with temperature, the guard-bands
technique has an additional drawback when implemented in wide-area networks. This
is illustrated by the following example.

Assume a network with a span of 1000 km and the coefficient of thermal linear
expansion of optical fibers 1.5 - 1073 /°C ([107]). Assuming a maximum change of
temperature of 10°C, the change in the light path amounts to as much as 150 m,
which equals 750 nsec. If the traffic considered is voice and the maximum permis-
sible delay in the packetizing is of the order of 20 msec, then the maximum packet
size is 1280 bits. Assuming a link of 1 Gbps, the guard band constitutes 37% of the

total slot size. With increase in the data rate the situation gets worse, since the

124



change in the light path remains the same and the data field shrinks in time. The
calculations in this example take into account only the effect of temperature changes.
However, in practical systems other factors, such as material aging, might affect the
synchronization even more. Packet-switching, on the other hand, does not require
time synchronization between traffic streams, since the switching is done on the per-

packet basis. Thus, the above problems do not exist in the packet-switching scheme.

5.3.2 Switching in a photonic wide-area network

Circuit-switching sets up a path between the source and the destination, a path
that continues to exist as long as the session exists. Once a connection is set up, the
switching of a slot from one link to another is accomplished by reading an appropriate
entry from a look-up table. Thus the actual routing algorithm is performed only once,
in the setup stage. In the packet-switching scheme the routing decision is done on
a per-packet basis. Consequently, some researchers believe that for very high-speed
communication the complexity of the circuit-switching routing is lower. Thus, the
feasibility of the photonic implementation is increased. My belief is, however, that in
gigabit networks (circuit- or packet-switched) it will be extremely difficult to perform
routing decisions “on the fly.” Hence, source routing is a good candidate to be used
in photonic, high-speed, packet-switched networks. Comparison between the routing
in source-routing, packet-switching networks and the routing in table-lookup, circuit-
switching networks favors packet-switching, since, as demonstrated by Blazenet, the
source-routed packet-switching can be implemented with no memory and with no

memory-access bottleneck.

5.4 Photonic vs. electronic packet-switching

Photonic switching is important for very high-performance networks because of some
major disadvantages and difficulties associated with the electronic design of a switch

and with its interfacing to optical fibers. The steps that are involved in switching of
a packet are:
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e Packet synchronization.

e Reading of the header information.
e Switching decision.

e The actual switching operation.

In the totally photonic network these operations are performed in the following man-
ner: Packet synchronization is done by an optical correlator ([33, 108]). The header
information is read and the switching decision is made by optical logic ({109, 110, 99)).
Since source routing is assumed, the switching decision is a simple operation. The
switching operation is performed by optically driving a photonic switching element.
Also, somewhat related to the above operations is the need to regenerate the signal.
In photonics, signals are regenerated by some sort of a threshold amplifier ([106, 110]).
(It is assumed that the cost of such a threshold amplifier is comparable to the cost of

a laser modulator.)

5.4.1 Design complexity

The use of a serial-to-paralle] shift register as the first stage of an electronic design
can decrease the requirements of memory speed by factor equal to the length of the
shift register. In other words, the claim is that if a memory of the required speed
is not available, then by buffering the information into words and processing words
rather then bits, the speed requirements can be matched. To examine this claim,
I concentrate on a simple switching node design, a design that performs only the
forwarding operation of packets that arrive on one of its 10 input links and that are
destined to one of the 10 output links. Links are assumed to operate at 10 Gbps.
Source routing is used as the addressing scheme. Thus the output link number is
embedded in the packet header. Consider the design in Figure 5.2. Each incoming
stream of bits is fed into an input shift register that is z-bits long. Then the z-bit
words are transferred into an input FIFO, each transfer occurring within a single
clock time duration. A packet is, therefore, stored as consecutive words in the FIFO.

The switching element connects the input FIFOs to the output FIFOs, an operation
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Figure 5.2: Simple switching node design.

that is controlled by the address field in the packet header. Words from an output
FIFO are transferred to an output shift register connected to the FIFO, are parallel-
to-serial converted, and are transmitted on an output link at the high speed. The
input FIFOs allow for the time to interpret the packet header and for the time to
perform the actual switching, and provide storage for packets in contention. The
output FIFOs provide buffering for the output links queues.

This simple design enables us to evaluate the complexity involved in designing the
operation of serial-to-parallel conversion, an operation required to increase the switch

(memory) bandwidth. I shall show that x cannot take arbitrarily large values, and
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thus indefinitely increase the switch bandwidth. The switching element can be imple-
mented as a simple switching matrix and will consist in this case of n - n - z switches,
where n is the number of inputs to the switching element (10 in the example). A
smaller number of switches can be achieved by choosing some restrictive architecture
for the switch ([65, 66]). I assume here that the switch size is O(n - log n). Thus in this
example the switching element consists of 33 - z switches. These switches operate at
the speed of 10/z Gbps. Since the shift registers operate at 10 Gbps, the connections
between adjacent bits in a shift register cannot be longer than 1.5 mm, which equals
approximately one tenth of the 10 GHz wavelength. Consequently, a shift register
must be implemented on a single IC and, because of the maximum IC’s pin count,
z ~ 100 is a reasonable limit ([111]). Suppose z=100. Then as many as 3300 switches
operating at a speed on the order of 100 Mbps are needed. These 3300 switches must
be connected to the FIFOs with wires not longer than 15 cm, which equals one tenth
of the 100 MHz wavelength. (It is assumed that level and not pulsed logic is used.) A
signal of 100 MHz requires a transmission line, possibly a coaxial cable. A design of
3300 transmission lines connecting closely spaced 100-bit-wide FIFOs is of unrealistic
complexity. More reasonable is the case z = 10. In this case the number of switches
required is about 330. These need to operate at a speed on the order of 1 Gbps.
Thus, a reduction in the operation speed on order of 10 seems to be a reasonable
limit. Note that the solution of integrating the whole structure on a single wafer is

not realistic due to the high power requirements of the whole configuration (see also
Section 5.4.3).

5.4.2 Speed of operation

Optical processing (such as correlation) can be performed at a much higher rate than
the corresponding electronic processing. Rates in excess of 100 GHz are possible
([33, 108, 32]). These higher rates are especially important, because some processing is
needed on the data before the serial-to-parallel conversion is performed. For example,
the recognition of the synchronization field, as an indication of the beginning of a
packet, needs to be performed at the fiber transmission rate. Thus, by employing

optical techniques increased signaling speed can be achieved.
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Optical switching systems, when used in the continuous mode of operation, cannot
provide switching speeds that are orders of magnitude faster than those of electronic
systems ([112]). However, considerable increase in switching speed can be achieved
for intermittent operation ([113]). The intermittent operation region is applicable for
packet-switching networks, because the large packet size expected leads to long time

between consecutive activation of the switching element.

5.4.3 Switch implementation issues

Several issues arise in the implementation of the switch.

Signal conduction, interference, and isolation

An electrical signal conducted over distances on the order of the wavelength of the
signal needs a transmission line to be effectively propagated. A design usirig trans-
mission lines as wires is expensive and occupies considerable space, especially when
the signal is parallel processed. An optical signal, on the other hand, is conducted by
a low-volume fiber. Several signals can be wavelength multiplexed on a single fiber,
and thus space requirements are further reduced. Also, the loss of the optical signal in
the propagation process in fiber is lower than the corresponding loss of the electrical
signal propagated in a transmission line. Consequently, the signal can be propagated
over longer distances.

Photons do not easily interact with photons. The electrical interference and signal
isolation problems plaguing electrical systems are not present in optical systems. Thus
signals are more protected in optical design, and the task of designing interconnections
within a circuit is more predictable. Also, the greater immunity to EMP of a totally

photonic design leads to a network with an increased level of survivability.

Data synchronization

The serial-to-parallel conversion, which is used in electronic design for rate reduction,
requires close synchronization of the parallel-propagated data. In other words, the

difference in propagation speed of the different bits in a word needs to be negligible
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compared to the bit length. At 1 Gbps the length of a bit is approximately 20 cm.
Thus the maximal difference in electrical length between any two lines of the bus
needs to be smaller than 2 cm. This issue, similar to the “clock skew” problem, poses
a difficult problem in the design of connections within the switch. (Also, the bus may
be composed of separate coaxial cables requiring coaxial connectors, a situation that
further complicates the data synchronization problem.) Photonic designs usually do

not employ parallel data propagation, thus the data synchronization problem does

not exist.

Memory requirements

A design that uses high-speed electronic memories of the size required in a switching
node in wide-area networks results in prohibitive power requirements. If useful flow
control on the data link layer is required, then the storage capacity per input link
needed in a switching node is at least of the size of the information that can be in
transit on a link during a round trip delay. For example, a 10 Gbps transmission rate
of a 100 km link results in 10 Mbit of memory per input link.

The Table 5.1 summarizes the power requirements of a 10 Mbit memory. The
table was compiled by referring to the graph of access time vs. power dissipation for
SRAMs (for various technologies) from [114].

Technology Chip size | Access time | Power/Bit | Power/10 Mbit
HBT (0.2 pm) 1 Kbit 100 ps 1.5 mW 15,000 W
Si-Bipolar (0.2 xm) 1 Kbit 200 ps 1 mW 10,000 W
Si-Bipolar (0.2 pm) 4 Kbit 400 ps 0.5 mW 5,000 W
HFET (0.2 pm) 16 Kbit 200 ps 0.2 mW 2,000 W
GaAs (0.2 ym) 16 Kbit 300 ps 0.2 mW 2,000 W
GaAs (0.5 pm) 16 Kbit 1.5ns | 0.1 mW 1,000 W
GaAs (0.2 ym) 64 Kbit 600 ps | 0.04 mW 400 W

Table 5.1: Access time vs. power dissipation for various SRAM technologies

Using the GaAs (0.2 pm) technology that yields a 1.67 Gbps clock, requires as
much as 400 W or 200 A current at 2 V power supply ! Also the low-integration scale
of these high-speed devices leads to about 156 ICs for the 10 Mbit memory in the
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GaAs (0.2 pm)-64 Kbit-per-IC technology !
Large random-access, photonic memory is difficult to implement ([43, 115, 101)).
However, some network architectures, such as Blazenet, avoid using large memory

banks and are thus particularly attractive for photonic implementation.

5.4.4 Additional issues
Security

A photonically implemented switch is relatively immune to monitoring and jamming
in comparison to an electronic switch. In addition, photonic components including
fiber are more difficult to tamper with, without the tampering being detected. Thus
a photonic implementation is also attractive in providing some security guarantees
for the network.

Interfacing with electronics

Since the data rate in photonic network is very high-speed, appropriate interfacing
methods with the slower electronic world need to be design. One such a possibility
is the use of optical multiplexing/demultiplexing ([113]), allowing slow signals to
be time-division multiplexed on high-speed optical media. On the receiving part, the
high-speed optical signals are demultiplexed into slower data rate, a data rate suitable
for optical detectors and electronic devices.

Computer boards and devices, and possibly even gates on an IC of the future,
may well be connected by means of optical fibers ([96, 116]). With the growing
popularity of optical connections, a photonic network will be able to interface directly
with computer optical buses, eliminating the need for optics/electronics conversion.
Devices (as Analog-to-Digital-Converter in [117]) that produce as their output high-
rate optical data are another instance of possible direct interfacing to a photonic
network. In addition, fully optical computers have been proposed ([95], for example).
In these cases, direct connection of the photonic network to the optical source of data

can be of great advantage in terms of increased bandwidth, design simplicity, and
cost.
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5.5 Concluding remarks

In this chapter, I argue that photonics is not just an attractive technology for achiev-
ing the performance levels offered by fiber optics, but is a necessary direction to
pursue, given the limits of performance and the difficulties in the implementation of
high-speed electronics. These limits and difficulties are avoided by using photonic
switching and photonic processing.

I have focused here on three key issues:

¢ How important is high-performance in the range of multi-gigabits to future

wide-area networks?

e What are the advantages of packet-switching over circuit-switching for photonic

implementation?
e How important is a photonic implementation?

In particular, I have demonstrated some limits of the performance of high-speed elec-
tronics, and some difficulties associated with high-speed electronic implementation.
These limits and difficulties can be overcome with the use of photonic switching and
photonic processing, and with the introduction of new network architectures. One
such architecture, Blazenet, overcomes the main limitation of a photonic design: lack
of large optical memories.

In general, I see Blazenet as a possible candidate for the next generation of wide-
area networks. Moreover, I argue that any competing network design must also
provide very high-performance packet-switching that is amenable to fully photonic
implementation. Hopefully, this focus on a smaller design space will bring about more
concentrated research and development efforts, leading to a successful realization of

this class of networks.
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Chapter 6
Summary and conclusions

The purpose of this work is to investigate the design of high-performance wide-area
networks. First, by introducing Blazenet, the feasibility of packet-switching in high-
speed networks was demonstrated. In other words, the Blazenet design shows that it
is not necessary to resort to circuit-switching to handle the data rates made possible
by optical fiber. The three key ideas behind Blazenet’s design are: source routing,
packet loopback on blockage, and photonic implementation made possible by the first
two. Loops that constitute Blazenet’s links provide the temporary storage for blocked
packets in transit; thus the storage inherently present in the optical fiber links is
used. In general, the Blazenet switching node is a simple, universal, high-performance
component suitable for photonic implementation. Specifically, Blazenet provides high-
speed switching of multi-gigabit per second data rates, low delay, flow control by the
back-pressure mechanism, and good behavior under load, with support for multicast,
for priority traffic, and for real-time traffic—features that appear essential for the
next generation of communication applications.

Second, I showed that under a set of reasonable assumptions and based on the
transactional model of communication, the delay of a transaction in the packet-
switching scheme has lower delay than the corresponding delay in the circuit-switching
case. In particular, as the bandwidth increases and the path length decreases, the de-
lay of a transaction in circuit-switching model increases more than the corresponding

delay in the packet-switching model. The results show that even for large response
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size on the order of 1 Mbit sent over 1 Gbps channel, small request processing time
on the order of 10 msec, large path of 20 hops, and the conservative assumptions
favoring circuit-switching, the packet-switching technique has lower delay. Moreover,
for reasonable parameter range the delay overhead of circuit-switching is hundreds
of percents greater than of packet-switching. For example, for 1 Mbit response sent
over 1 Gbps channel, request processing time of 100 msec, path of 10 hops, channel
utilization of 25%, and the conservative assumptions favoring circuit-switching the
delay of a transaction in circuit-switching technique is nearly three times longer than
the corresponding delay of the packet-switching technique. Also, in packet-switching
in combination with source routing, the routing-per-packet overhead is comparable
with the routing-per-session overhead of the circuit-switching scheme. Moreover,
other considerations such as requirements for multicast, for priority delivery, and
variable bandwidth allocation favor packet-switching.

Third, packet-switching is more suitable for photonic implementation in wide-area
networking than circuit-switching, because the latter presents some major obstacles,
such as need for traffic synchronization. The all-photonic design of a communication
network is an attractive alternative to the conventional electronic design, because
of the higher processing speed, increased immunity to electro-magnetic interference,
higher security, and possibly lower cost of the photonic design. Some of the limi-
tations associated with high-speed electronic switching are: design complexity, data
synchronization, and memory power requirements. However, the present lack of large
photonic memory banks may impose difficulty in the implementation of conventional
packet-switching architecture. Consequently, the lack of conventional memory re-
quirement in the Blazenet switching node design increases the feasibility of the net-
work’s photonic implementation.

Blazenet was presented as a photonically implementable backbone wide-area net-
work. However, with some constraints on the packet size, the Blazenet concept can
be extended to metropolitan or even local-area networks. Blazenet can be seen also
as a large distributed switch, whose inputs are the network’s entrances. Adopting
this view, the collection of local-area networks connected by Blazenet resembles in

performance characteristics the local environment in which users are connected by
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a local-area network. These characteristics are: data rates of hundreds of Mbps,
end-to-end delay of tens of msec, and error rates on the order of 10™°. And since
Blazenet is designed to provide high-performance communication, the motivation for

this work: to provide LAN-grade of performance in WAN, can be realized.

Considerations for the future

The time is ripe for the development of a new generation of high-speed wide-area
networks for computer communication. The characteristics of this new generation of
networks will strongly determine the economics and functionality of wide-area dis-
tributed systems of the future. The cost of these networks suggests that design choices
made now will have implications for years, if not decades, to come. It is not an over-
statement to say that these networks will be a key component of a nation’s economic
infrastructure and a strong determinant in future international competitiveness, both
commercially and economically.

I argue that a variety of factors call for data rates well beyond that justified by
basic capacity utilization arguments. In particular, very high data rates increase the
network capacity, reduce the delay, reduce the gateway connection cost, and reduce
the response times for local network and computing resources. Blazenet is an example
of a network design that can provide these performances. Network such as Blazenet,
can revolutionize the opportunities for distributed command and control, information
and resources sharing, real-time conferencing, and wide-area parallel computation, to
mention but a few applications. I see Blazenet as a representative of a future class of
networks that behave as passive “light pipes” for data, offering high throughput, low
delay, and high reliability.

However, further research and development are required to make this perception of
the future a reality. First, with the introduction of this class of wide-area networks, I
expect that the computer interfaces, rather than the networks, will be the performance
and functionality bottlenecks of the communication process. Consequently, work has
to be done in developing high-performance host interfaces and gateways.

Second, work is needed in order to estimate the traffic mixture that future WANs

will carry. The actual traffic mixture has a crucial impact on the design parameters
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and the performance of any proposed design and traffic integration is an important
issue that has to be successfully supported by the high-performance communication
network.

Third, once the predicted traffic mixture is known, further comparison between
the various designs of high-performance networks (that can be done by means of a
simulation) are needed to evaluate their merits with respect to delay, capacity, cost,
design complexity, reliability, and miscellaneous features as multicast, priority traffic,
and real-time traffic.

Finally, actual implementation and experimentation with networks like Blazenet
in a real environment is required to gain deeper understanding of the issues involved
in high-performance wide-area networking.

Although there is considerable research to be done, as described here, I regard this
work as setting a new directions for WAN desigh and a first step to revolutionizing

computer communication exploiting the enormous potential offered by optical fibers.
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Chapter 7

Appendices

7.1 Appendix A: Derivation of formula for re-

assembly delay

Our model is presented in Figure 7.1. We start from the formula for reassembly time
cited in [36] and also derived in [42]:

nm=nm—1+(nm-1+1)’/\;-mk—1'qm'Pm k>0
n0=0, (71)

where n,, is the average length of the inter-packets gap at the m* node on the
message path, A} is the average number of packets that arrive on other input links to
the output link that the message is forwarded during the transmission of a packet of
the message, ¢, is the fraction of total input traffic to the node that leaves on other
output links, and P, is the probability that the output link of the m** node on the
message path is busy.

I assume a totally symmetric network with equal utilization for all links, p. Con-
sequently,

P Gm = ;. Pa=p. (7.2)
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Figure 7.1: Message path model for reassembly time derivation

In order to abolish the dependence on the number of input links, n, it is assumed

that n — oo. This assumption increases the inter-packets gap estimation. Therefore,
N =Ny +p . (7.3)

The message is, thus, delayed by a k — 1 inter-packets gap, where k is the number

of packets the message is divided into. Consequently, the total reassembly delay of a

message, Dyessembly, 18
D,ea”emuy = (k it 1) N1 Tp + k . Tp = k . (n1_1 + 1) . Tp — Ny Tp [sec] ,(7.4)

where T}, [sec] is the transmission time of a single packet and ! is the number of links
on the message path. In order to abolish the dependence of the reassembly time on

the packet size, I assume that k¥ > 1. Consequently,
Dreaasembly =] P Tm [Sec] ’ (75)

where T, [sec] is the total message transmission time. Thus the inter-packets gaps

increase the effective transmission time of a message by a factor of I - p.

7.2 Appendix B: Message- and packet-switching

with fixed message size

In Appendix 7.1 the formula for the inter-packets gap was developed. The derivation

assumed that there is no correlation between the packets of different messages. This
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Figure 7.2: PS vs. MS: 2 messages contending on an output link

assumption is a reasonable one for messages that have traveled over a large number of
hops within the network. In such cases the inter-packets gaps become large enough to
make the consecutive packets of any two overlapping messages on a link only weakly
correlated. However, near the network entries the assumption of a weak correlation
between two overlapping messages is incorrect. In this Appendix, I show that at the
network entrances, because of this correlation, message-switching has always shorter
delay than packet-switching (or an equal delay, in the case of a single input line),
when the messages are of equal length and when general-cut-through switching mode
is used.

To prove the above claim, I concentrate on a single switching node with m mes-
sages contending for an output link and calculate the delay associated with the switch-
ing process, averaged over all the messages involved. It is assumed that the packet
header is a negligible fraction of the total packet size.

Obviously, the claim is true for a single message (m=1), since in this case no
contention occurs and the delay of the message under both schemes is equal.

Now let us examine the case of two messages (m=2) divided into two packets
each and contending on the same output link. Assume the messages are of equal
length with transmission time equal to one unit. Suppose the first packet of message
1 arrives at time ¢, and the first packet of message 2 at t;, as shown in Figure 7.2. The
arrival of the second packet of each message immediately follows the first one. The

first packet of message 1 is immediately forwarded on the output link. It is followed
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by the first packet of message 2, which is followed by the second packet of message
1, which finally, is followed by the second packet of rhessage 2. Message 1 is-delayed
by 1 unit and message 2 is delayed by ; + t; — ¢; units. Thus the average delay is
1+ 1-(t2 — t1) units. Note that the delay is measured according to how much the
last bit of a message is delayed.

Consider now the message-switching case. Message 1 is immediately forwarded
upon its arrival, thus encountering no delay. Message 2 is delayed by 3 +¢; — ¢; units.
Thus the average delay is equal to % - (t2 — t;) and therefore, the packet-switching
delay is longer than the message-switching delay, in this case.

Consider now the general case of m messages. The messages are of equal length,
composed of k packets each, and arriving at the same output link, as described in
Figure 7.3. The arrival times of the messages are assigned values t; to t,,. Without
loss of generality, assume that ¢; = 0. Then the delays encountered by the various

messages in the packet-switching scheme are:
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The average delay is, therefore:

Delay{PS} = T—(';C—‘i) -1+ (—1%]?'-"1 - % i t; [units] . (7.6)

For the message-switching arrangement the following are the delays of the various

messages:

Message  Delay [sec]

1 0
2 1-1¢,
3 2—1;

m (m=1)—tn,,
which averages to
Delay{MS} = ~——= — — 3¢, [units] . (1.7)

It is easily verified that Delay{PS} > Delay{M S}, with equality only for m =1
(and k£ = 00). Thus, I conclude that message-switching has lower delay than packet-
switching when general-cut-through switching is used, provided all the messages (and

all the packets) are of equal size.
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The above proof assumes that the first packet of the next arriving message arrives
at the switching node before the transmission of the first packet of the previous
message is completed (that is, all the first packets are transmitted first, then the
second packets, etc). If this is not the case, the message-switching delay remains the
same and the packet-switching delay is decreased. (The limiting case is when the first
packet arrives during the transmission of the last packet of the previous message; in
which case the messages are transmitted exactly as in the message-switching case.)
However, if the above assumption is not true, it is easy to show that the packet-
switching delay is still longer than the message-switching delay (with equality in the
limiting case described above).

The above claim is, obviously, not valid when messages are of different sizes. As
an example, consider a very long message arriving before a single-packet-size message.
Obviously, letting the short message interleave the transmission of the long message
results in considerable decrease in the short message’s delay, and has only a minor
effect on the long message’s delay. However, the above claim is valid in a transactional
environment with responses of equal size (like a data base of images, for example)
and where a separate channel is provided for the requests, which are assumed to
be short. Consequently, message-switching used in general-cut-through switching is
advantageous in such a situation.

The conclusion from the analysis presented in this Appendix is that the reassembly
delay time is, in general, longer than the reassembly delay developed in Appendix 7.1.
Consequently, the packet-switching delay, as opposed to the message-switching delay,
is larger than can be predicted by the analysis in Appendix 7.1.

7.3 Appendix C: Derivation of the composite hold-
ing time

The formula for average holding time of a link at a switching node is calculated here
by use of the residual path length.

The holding time at a particular switching node is composed of:
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e Twice the propagation delay from the node to the destination.

e Contention time (for a free sub-channel) for each of the remaining hops on the

packet path, Wyy e/~ [sec).
¢ Request processing time, a [sec].
e Response transmission time, d/C [sec].

The composite holding time, A [sec], is, therefore, given by the equation
il = 21:- : tprop + (i:' - l) : WM/G/N +a+ d/C [seC] ’ (78)

where t,,,, [sec] is the propagation delay of a single hop (assuming all hops are equal)
and I, [hops] is the remaining number of hops on a packet’s path.

In order to find the average composite holding time, %, the I, need to be calculated.
This is done by use of the residual life argument of [88], first by finding the probability

function of I, which is given by
Pr{l,=n] = 17 Y Prii =], (1.9)
>n

where 7 is the average path length within the network.

Then, the mean of I, is readily found by averaging over all possible values

T=Y{n-Prll,=n]} = %Z{n- S Pr{l = £]} [hops] . (7.10)

n>1 n>1 k>n

And, after changing the order of summation the following result is easily obtained:

I = %(17+T) [hops], (7.11)
which, when substituted into the averaged form of 7.8, results in

- B41 2-1

h= ——.l.—°tp,.op+ —2T—--WM/G/N+a+d/C [sec] . (7.12)

In the simple case of a constant path length, | = [, and 7.3 simplifies to

- -1
h= (l +1)- torop + 5 WM/G/N +a [sec] . (7.13)
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7.4 Appendix D: Distribution of interdeparture
times from an M/M/1 queue, operating in
the general-cut-through mode

A somewhat surprising result is the density function of interdeparture times of the

output of a queue working in cut-through mode. Burke’s well known theorem ([118])

states that the steady state output of a stable M/M/m queue is a Poisson process
with parameter equal to the parameter of the arrival Poisson process. Of course,
the theorem considers departures as the end of service instances. In analysis of the

general-cut-through mode of operation, however, one needs to consider departure as
the instances of the beginning of a service.

One would think that such a “shift in time” is immaterial as far as the distribution
of interdeparture times is considered. The fact is that the interdeparture times are not
exponentially distributed random variables (even though being close to exponential

distribution). An exact analysis follows.

Theorem: The probability density function of interdeparture times, as seen by the
first bit, from an M/M/1 queue is given by

Fr)=Pr(T=t)=p-e* +(1=p?) - A=A +p)-e¥) e, (7.14)

Proof:
From the theorem of total probability it follows that

Pr(T=t)=
Pr(T =t | queue is free at last departure)-
Pr(queue free at last departure)+

Pr(T =t | queue is busy at last departure)-
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departure

Figure 7.4: Calculation of Pr(T =t | queue is busy at last departure)

Pr(queue busy at last departure), (7.15)
Pr(queue free at last departure) =1 —p, (7.16)

and
Pr(queue busy at last departure) = p . (7.17)

Now concentrate on finding the Pr(T =t | queue is busy at last departure) and

Pr(T =t | queue is free at last departure).

Calculation of Pr(T =t | queue is busy at last departure)
Figure 7.4 refers to the following derivation:

Given that the queue is busy at last departure, it is obvious that T' = z; and
therefore

Pr(T =t | queue is busy at last departure) =
Pr(z, =t | queue is busy at last departure).
Using Bayes Theorem results in

Pr(z, =t | queue is busy at last departure) =

Pr(busy | z, =1t)- Pr(z; =1)
Pr(busy) ’ (7.18)

where “busy” means “queue is busy at last departure.”

Since packet length is exponentially distributed,

145



Pr(zy=t)=p-e™. (7.19)
To find Pr(busy | z; =t) proceed as follows:
Pr(busy | z; = t) = Pr(more then one in queue at A)+
Pr(0 or 1 in queue at A and at least one arrival during t) . (7.20)

Since the queue is M/M/1,

Pr(k in queue) = (1 — p) - p* . (7.21)
And so,
Pr(0 in queue) = (1 — p), v (7.22)
Pr(1 in queue) = (1 —p): p, (7.23)
and

Pr(more than 1 in queue) =
1 — Pr(0 in queue) — Pr(1l in queue) =1 — (1 —p) —p- (1 — p) = p* .(7.24)
Also
Pr(at least one arrival during t) = 1 — Pr(no arrivals during t)

=1-—e,

(7.25)

Therefore, substituting equations (7.22) — (7.25) into equation (7.20) and using the
independence between the arrival process and the state of the queue, I obtain the

following equation:
Pr(busy |z; =t) =p*+ (1 =p?)-(1—e ™M) =1—-(1—-p?) -7, (7.26)
Substituting equations (7.17), (7.19), and (7.26) into equation 7.18 results in
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Figure 7.5: Calculation of Pr(T =t | queue is free at last departure)

L-(—p)-e p-e=

Pr(zy =t | busy) = .

(7.27)
I concentrate now on finding Pr(T =t | queue is free at last departure).

Calculation of Pr(T =t | queue is free at last departure)
The following derivation refers to Figure 7.5.
Removing the conditioning on length of the just finished packet (z = 7) by using

the independence between the arrival process and state of the queue, results in:

¢
Pr(T=t| free)=/Pr(T=t | z=7, free)- Pr(z =1 | free)- dr =
0.
¢
/oPr(th—‘r | free) - Pr(z =1 | free)- dr =

t
/o PrY =t—1)-Pr(z =7 | free)- dr. (7.28)
Since the unconditioned arrival process is Poisson then
Pr(Y =t — 1) = Ae-Mt-7) (7.29)

and

Pr(free | z=71)-Pr(z=71) _
Pr(free) -

Pr(z =1 | free) =

[l —Pr(busy | z=71)]- Pr(z=1) _
Pr(free)

(1=p%) - p.emwr
(1-p)

=(1+p)-p-e V7 (7.30)
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Substituting (7.29) and (7.30) into (7.28) and performing the integration results

in
t
Pr(T =1 I free) =/ e (1 + p) R e"(“"'/\)"' W e-z\(f—-‘r) .dr =
0
t
/\-(1+p)-;4-/0 eM.eH idr=A-(14+p)-e M- (1—e*). (7.31)
In summary, we obtained that
— (1= p2).e=?M]. y.e bt
Pr(z,; =t | busy) = el ) pe lp-e (7.32)
and
Pr(T =t | free)=XA-(14p)-e ™ - (1—e*). (7.33)

Inserting equations (7.31) and (7.32), as well as equations (7.16) and (7.17), into
equation (7.15) results in

Pr(T=t)=p-e 4+ (1—p*)- (A= (A+p)-e by, (7.34)
QED

Another way to prove the theorem is to make use of the theorem of total transform.
The reasoning follows. Concentrate on departure points. Assign the variable ¢ to the
number of packets in a queue just before the departure instances (see Figure 7.6).
Then ¢ = 0 means the queue was empty before the current departure and ¢ = 1
means there was one packet left when the current departure took place.

If ¢ > 2 then the following interdeparture interval is of exponential distribution
with parameter u.

If g = 0 or ¢ = 1 then the actual distribution of the following interdeparture
interval depends on the number of arrivals during the current service period. If there

were no arrivals during the service time period then the service time is exponentially
distributed with parameter (A + ), i.e.,
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Figure 7.6: Definition of the variable ¢

Pr(z =t | no arrivals during service period) =

Pr(no arrivals during a service period | £ =t)- Pr(z =t)
Pr(no arrivals during a service period)

e=At, pe ekt

L
Atu

= (A4 p) -0+t (7.35)

If there was at least one arrival during the service time period then the service
time has the following distribution:
Pr(z =t | at least one arrival during a service period) =

Pr(at least one arrival during a service period | z =1t)- Pr(z =1) _
Pr(at least one arrival during a service period) -

1—e M) py.eut A4 - -
R A N e ey (7.36)

+u

Now using the theorem of total transform, i.e.,
D(s)=D(s|qg>22)-Pr(g=>22)+D(s|g=0o0rl)-Pr(g=0o0rl)=
D(s|q22): Pr(g22)+
D(s|g=0or1, and no arrivals) - Pr(¢ = 0 or 1, and no arrivals)+
D(s|g=0or1, and at least one arrival)-
Pr(qg=0o0r 1, and at least one arrival) =
D(s|¢g>2)-Pr(g=>2)+ (7.37)
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D(s|g=0or1, and no arrivals) - Pr(g = 0 or 1) - Pr(no arrivals)+
D(s|g=0or 1, and at least one arrival) - Pr(¢ =0 or 1)
Pr(at least one arrival),

where “no arrivals” and “at least one arrival” mean no arrivals during the expo-
nentially distributed service time, and at least one arrival during the exponentially
distributed service time, respectively.

Substituting the corresponding transforms of (7.35) and (7.36) into (7.37), and
using the facts that

Pr(no arrivals) = -l-l——_—l:_—/\ , (7.38)
Pr(at least one arrival) = 2 (7.39)
=T )
Pr(g 22)=p’, (7.40)
and
Pr(g=0, or1)=1-p? (7.41)
results in
+ A A
D — 2, _ﬂ_ 1— 2\ | ¢ .< I A )
)=+ (ﬂ+8)+( 7 p+A \p+A+s A+s +
A A4 p 1 In )
1= 0%)- . . - =
=) 35 3 (,u+s Pt Ats
Iz 2 B A 7
1—p?)- - -
u+8+( ”) [(#+)\+s)-()\+s) ;t+/\+s]
p 2 A (u+)\)]
1- . - . 7.42
u+3+( r) [(,\+s) L+A+s (7.42)

Taking now an inverse transform of equation (7.42) results in
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D(s)e— p-e 4+ (1—=p) - (A=A +p)-e#) e, (7.43)
Q.E.D.

Integration of equation (7.14) gives the probability distribution function

Frt)=Pr(T<t)=

[ i) dr=1— e m (1= ) e (1= e, (7.44)

for t > 0, and Fr(t) =0 fort<0.

The average interdeparture time is easily found by using equation (7.14) and is,

of course,
T = E(T) = % (7.45)

as required.

The distribution of interdeparture times for extreme p’s resembles the exponential
distribution, i.e.,

lim fr(t) = X - e (7.46)
and
lim fr(t) = limp - €7 = X o7 (7.47)

7.5 Appendix E: Probability of a packet blockage

in a switch

It is shown in this Appendix that the probability of a packet blockage at a single
attempt to cross a switch is

Pr(packet blockage in a switch) =

1- f%:—% S+ M=-2)-(1- Mi_—l)w-”], (7.48)
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SWITCHING
NODE

Figure 7.7: Model of a switching node

where 6 is the traffic arriving to the switch from every loop and competing in the
switch and « is the returned traffic on each loop. In the double-loop configuration,
v consists of the traffic blocked at the other end of the loop. In the single-loop
configuration, < includes the traffic blocked at the other end of the loop as well as
the traffic blocked at the current switching node.

Figure 7.7 will assist in explaining the analysis. The number of input/output
loops connected to the switch is labeled M. It is assumed that the traffic matrix
is totally symmetric (i.e., traffic on every loop is equally destinated to all the other
loops). However, incestuous traffic is forbidden.

Without loss of generality let us concentrate on a packet arriving to the switch on
loop number 1 and assume that the packet needs to be forwarded on loop number k.

Furthermore, let us assume that there is no returned traffic on loop k, that is, loop &
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serves as a perfect sink. (The last assumption will be relaxed later.) Thus the packet
arriving on loop 1 can be blocked only if upon its arrival some other traffic is being
forwarded to loop k. The probability that at any particular moment there is traffic
from loop i to loop k is given by 6;/(M —1). Thus the probability that at the moment
of the packet’s arrival there is no other traffic destinated to loop k from any of the
other (M — 2) loops (loop k cannot direct traffic to itself) is given by

M 5;

II (-3 (7.49)

i=2; itk

If all the loops carry the same traffic, then § = §;, and the above probability
simplifies to

é
M-1 v

The probability that the packet of loop 1 makes it through the switch (under these
conditions) is given by '

(1- )M

(7.50)

Pr(packet makes it through the switch) =

Pr(no traffic to loop k | last packet on loop k¥ came from loop 1)-
Pr(last packet on loop k came from loop 1)+

Pr(no traffic to loop k | last packet on loop k came from other than loop 1)
Pr(last packet on loop k came from loop other than loop 1) . (7.51)

If the last packet came from the same loop from which the current arriving packet
comes, then

Pr(no traffic to loop & | last packet on loop k¥ came from loop 1)

=1. (7.52)

Also, the traffic arriving at any loop comes equally from all the other loops, just
as the traffic on each loop is equally destinated to all the other loops. Substituting

the appropriate terms in equation 7.51 results in
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Pr(packet makes it through the switch | destination loop is a sink) =

1 5
ar=ny Lt M- (- g

7= yM=2] (1.53)

Relax now the condition that the destination loop has no returned traffic. Assign v
to the returned traffic on loop k that leaves the switching node. Then, the probability
that a packet makes it through the switch has to be multiplied by the probability
that the output loop is free, i.e., (1 — 4). Thus

Pr(packet makes it through the switch) =

(A=9)

) P+ M=-2)-(1- —M—6_—I)(M-2)] : (7.54)

Or

Pr(packet blockage in a switch) =

1- ((1:4 _71)) N+M-2)-(1- M'S_ 1)‘M-?)] : (7.55)

QED

7.6 Appendix F: Analytical solution for double-
loop Blazenet

7.6.1 General remarks

The following analytical treatment evaluates the capacity and the average packet
delay of a totally symmetric and balanced double-loop Star Blazenet configuration.
A totally symmetric network is defined as network which possesses the following
property: each node in the network sees exactly the same constellation of other
network nodes. This means that if the nodes’ ids are erased then one could not

distinguish between the network nodes.
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A balanced network is defined as a network having exactly the same traffic pattern
between each ordered pair of nodes. This means that in the traffic matrix, A, all A;;
are equal. Therefore, define A & Aijfori#j.)

General structure of a double-loop Star Blazenet is shown in figure 7.8. Some
properties of this configuration are: The central node is assumed to perform the
switching function only, and does not generate traffic. Number of bi-directional links
(loops) in the network is equal to the number of peripheral nodes, N. The central
node is labeled with number 0. No node is allowed to transmit to itself. Each packet
has a path of exactly two hops. No blockage can occur on the second hop, provided
that the destination is always ready to accept traffic. (This assumption on destination
availability (the “perfect sink” assumption) enables to easily calculate the network
capacity and the average packet delay.)

I consider here two separate cases: the slotted and the non-slotted version of
Blazenet Star. For the slotted case I assume that the slot size is equal to the duration
of transmission of a single constant length packet. For the non-slotted case I consider
two cases of packet size: constant and exponentially distributed.

Packets arrive randomly to the network and their arrival rates are according to

the traffic matrix. The arrivals are treated independently for each pair of nodes in
the network.

Parameters:
N - number of nodes in the network.
L — number of unidirectional links (loops) in the network.
w; [km] ~ length of link nr. ¢. Equal to half the total length of loop :.
C [bits/sec] — single fiber link transmission capacity.
Clink [bits/sec] — the actual capacity of a single link.
C'otal [bits/sec] — total network capacity.
A [packet/sec] — average packet arrival rate between any source-destination pair.
I - number of hops in an average path in the network.
v [km/sec] - speed of light in the fiber link.
p [bits] - average packet length. For constant packet length: p = p.
s [sec] — slot time, = p/C. For slotted version only.
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Figure 7.8: General Star configuration

7 — the average number of attempts to cross a node for a single packet, before for-

warded to the next loop. Equals average number of blockages a packet will experience
at the node.

7.6.2 Slotted double-loop Blazenet Star analysis

In the slotted Blazenet version the slot arrivals to the central node are synchronized.
I assume that the probability of more than one packet arrival during a single slot
time is negligible. Therefore, I assume Bernoulli distribution of packet arrivals with

parameter equal to arrival rate x slot time. Packets are assumed to be of fixed total
length, p.

Capacity analysis

The analysis depends on the type of line hunting scheme that is used in the switching
node. The two possibilities are: sequential or random line hunting. In sequential line
hunting the Control in the switching node always tries first to route the packets of
the link nr.1. After then, the Control serves the link nr.2, then nr.3, etc. In random

hunting scheme the Control has no preference of any link, and the probability of
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successfully forwarding any packet from any link is equal for all links. Random
hunting is a scheme giving equal priorities to all lines, but sequential hunting is
probably a more practical scheme for realization.

The first condition bounds the total traffic in the network to total available fiber
capacity of the network links:

C_AN-(N-1:-l-7
-5 > ( T ) . (7.56)

The condition is general and permits the calculation of the maximum possible A,
given that 7 is known.

I evaluate now 7 for Star Blazenet . In particular, I assume that N >> 1.

First let assume sequential hunting. The probability of a blockage of a packet
from link ¢ trying to get to link j depends on the value of i. For link nr.1 blockage
cannot occur and therefore Py,ck(1) = 0. For link nr.2. blockage occurs only if packet
from link nr.2 is destined for the same link as packet from link nr.1. Therefore,

Pyo(2) =1-— yﬁ:—"l’ Continuing the argument in the same way one obtains that

t Pyiocr(t)

1 0

2 1- =2

3 1- (7"

N 1— (F3)Ww-n,

A blocked packet returns after one loop trip time to be considered again for
forwarding. The same Py,.x governs his behavior this time. Therefore, a blocked
packet persistently tries to be forwarded until success. Probability of a success on
each trial is 1 — Pyock. Thus, the average number of trials for packet from link : , 7(2),
is 1/(1 = Pyock). Therefore,
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1 1

2 Nz
(F=)

N (N—-2)(N-1)

I refer to the the average number of transmissions on the forward portion of a
loop required to forward a single packet (also labeled 7) as the average number of

retransmissions. The average number of retransmissions can be calculated as follows:

1 N'IN—l 1 1-(F=)" _N-2 N-1,

T"F'Z(N D W gy bl AL = 2) @80
As N increases, 7 approaches a limit, that is

Jim F=e—121718, (7.58)

The minimum value of the average number of retransmissions is, therefore, achieved
for large IV, and is approximately 1.718.

In some networks which are not totally symmetric the important parameter is the
maximum number of required retransmissions on the forward loop to get a packet

through. This parameter, oy, is simply the #(IV), since the N** input loop consists
now a bottleneck. Therefore,

)(N—l)

Fmas = ( 3 (7.59)

An interesting property of ¥ is that it is quite insensitive to increase in N. The

following calculated values of 7 as a function of N (N > 3) reveal this phenomenon.
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N r

3 2.333
1.928

10 1.798
15 1.767
20 1.754
25 1.746
30 1.741
35 1.738
40 1.735
45 1.733
50 1.732

As can be observed the value of 7 for wide range of values of N remains between
1.7 and 1.8.

Now let us assume random hunting. Here the probability of a packet getting
through the node to the next loop is independent of the input loops ordering.

The probability of a single packet successfully being forwarded by the router in
the node is given by

N2 N-2 1\ (N=2\("%9 1
P“w-,.é},( i )'(N-l)'(N—1) i1 (7.60)

As can be easily verified, Pr,,.. is an increasing function of NV, and has a limit as
N reaches infinity, that is

1

lim Pryye=1--=0.6321. (7.61)
N—+co e
And since
_ 1
F= Pro (7.62)
Therefore,
IJI_I;I;IO 7 = 1.582. (7.63)
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Thus, the average number of retransmissions is an increasing function of N, and
its maximum is achieved as N tends to infinity.

The number of required retransmissions till a packet is forwarded by the Control
to the next loop is given by 1/Pr,,.. Since the value of Pry,. is equal for every
input loop, this is also the average number of retransmissions.

Also in the case of random hunting, as in the case of sequential hunting, the
average number of retransmission of a packet till it is forwarded to the next loop, 7,
is relatively insensitive to the number of input loops, N.

The following table shows 7 for some values of N (N > 2):

N F

2 1.000

3 1.333

) 1.463
10 1.530
15 1.549
20 1.558
25 1.563
30 1.566
35 1.568
40 1.570
45 1.571
50 1.573

For sequential hunting the 7 is a decreasing function of N with its minimum value
of 1.718. In the case of random hunting scheme, 7 is an increasing function of NV
with its maximum value of 1.582. Consequently, I conclude that the average number
of retransmissions, 7, is always greater for sequential hunting scheme than for the
random scheme.

The capacity of the double-loop Star Blazenet can be calculated using equation
7.56 with equality, where the number of links, L, is equal to the number of “bot-
tleneck” links, i.e., the links connecting the sources with the central nodes. Thus

L = N and the average path length, [, is equal to 1, since we consider now only the
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sub-graph, which consists of the “bottleneck” links only. As a good approximation
for the average number of retransmissions, I assume 7 = 1.7 for sequential hunting
and 7 = 1.5 for random hunting.

C

A = W [packets/sec] . (764)
For sequential hunting one gets the following approximation:
C
A= — ackets/sec] . 7.65
T [pachets/sed] (7.65)
And for random hunting
C
A — ackets/sec] . 7.66

The total network capacity, Ciotal, is in general case:
-N
Chotal = -(-J—F——- [bits/sec] . (7.67)

And since F is quite constant with NV, the total network capacity increases linearly
with N.

Delay analysis of the network

The delay in Blazenet is composed of two factors. The delay encountered while
waiting to be admitted to the network, i.e. the queuing delay dgycy., and the delay
encountered by the packet when traveling through the network d,.¢ork. As far as the
user is concerned, the interesting quantity is the dyyeue + dnetwork- From the pri=+ of
investigating the performance of Blazenet , the interesting parameter is the dnpetwork-

The value of dpetworr depends on the traffic load in the network. For underloaded
networks very few packets are blocked. Consequently, only few packets are returned
and dpetuork 18 simply the propagation delay of a packet through the network in
addition to the transmission time. The propagation delay is the total length of the
forward portion of the loops on the packet’s path, divided by the speed of light on
the optical links.

“’7 +(0=1)-L [sec] . (7.68)

QI":n

dpetwork|light load = Z
1

]
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In particular for symmetric networks when all links are of equal length, w; = w,
- w - D
dnetworkltight load = I+ —+ (I —1)- ‘g‘ [sec] . (7.69)

When the network traffic load increases, some of the packets are blocked and
returned on the return portion of loops. Consequently, the average delay increases

and can be calculated according to the following formula:

T o= _

9 — 1) - -

dnctworklload = Z _( L v ) i + (l - 1) ' 'CEF [sec] . (770)
k=1

It should be pointed out that the term (I—1)- £ appears when the implementation
of a node includes delay line to store the forwarded packet. This way of implemen-
tation is required for realization of some of the extended features of Blazenet. In
implementations with no such a delay line, so that a packet can be immediately for-
warded upon arrival (given the output loop is free, of course), this term does not
exist.

Considering again the particular case of the Star topology, the network delay can

be found by using equation 7.70, i.e.,

2F - w

dstar = + g [sec] . (7.71)

Since 7 is quite insensitive to changes in N, the average packet delay is quite
constant with NV.

To summerize, the slotted Star Blazenet have the property of total capacity lin-

early increasing with N, and the average delay essentially constant with N.

7.6.3 Non-Slotted double-loop Blazenet Star analysis

I assume here that packets arrive at each input loop according to the Poisson distri-
bution, that the arrivals are unsynchronized, among themselves, and that the traffic
matrix is totally symmetric. The switch will achieve its capacity when the packets

on every loop are back-to-back, that is p = 1.0 for every loop.
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Figure 7.9: Typical busy-idle pattern of an output line
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Figure 7.10: Model of an output line as a concentrator
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Exponential packet length

In order to evaluate the switch capacity, concentrate on one output line 5. A typical
busy-idle pattern of the output line is shown in figure 7.9. I will show that the average
idle period equals the average busy period and thus the capacity equals 0.5.

Line j gets its traffic from each one of the N — 1 loops. Each loop ¢ contributes
pij = ﬁ of its total input traffic p; = 1.0. Thus, each output loop can be modeled
as a contention concentrator of N —1 input lines, as shown in Figure 7.10. Each such
input line contributes traffic of intensity px = gty to the concentrator.

The distribution of the idle period can be calculated by noticing that the output
line j has an idle period of at least x seconds iff there is no new arrival on any of the
inputs to the concentrator for at least z seconds. Let Fy(z) be the distribution of the

idle period length. Then,
Fi(z) = Pr(I L z), (7.72)

1-Fi(z)=Pr(I22z)=

N-1

II [Pr(no new arrival on line k for at least time z)] =

k=1
N-1

= [] [Pr(k idle for time > « | k idle at the beginning of idle period)
k=1

-Pr(k idle when idle period starts)
+Pr(time till new arrival on k > z | k busy at the beginning of idle period)
-Pr(input k busy at the beginning of the idle period)]. (7.73)

Since pr = =, then

Pr(input k idle at the beginning of the idle period) = 1 — -Nl—f (7.74)

and

Pr(input k busy at the beginning of the idle period) = Z—V-l—_T . (7.75)
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When an input is idle, then the time till the next arrival is exponentially dis-
tributed with parameter Ay = (uC)/(N — 1). So that

Pr(input k idle for time > z | input k idle when the idle period starts)
= e~ M2, (7.76)

When an input is busy then the time till the next arrival is composed of a sum of
two exponentially distributed times with parameters: (uC)/(N —1) and uC. Conse-
quently, (see Appendix G for proof):

Pr(time till new arrival on k > z | input k¥ busy when idle period starts) =

/\26—'\1‘ - /\le')‘"

VW (7.77)
Substituting all the factors into the equation 7.73 results in
1- F](.’B) =
- N—2)-(uC =) —pC,  _ Ak _
= {e AxT | ( +e uCz, N 1. 7.78
S 7 e ey ooy v Sy y proms v IR
If N> 1 and since A\ = ﬁ% the above formula reduces to a simple exponential
distribution
1 — Fy(z) = e7#¢=. (7.79)
Therefore,
Fi(z) = 1—e#°* (7.80)
and
fi(z) = pCe=#°=, (7.81)
Thus,
=L (7.82)
= .
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And since B = —&» 1 conclude that
527 =05, (7.83)
1.e, the capacity of a loop is 0.5 - C.

Consequently, the total capacity of a non-slotted double-loop Star with N input

and N output loops and with exponentially distributed packet length is
Crotal = E-z—g- [bits/sec] . (7.84)

Thus the link capacity is limited to half its transmission rate and the total capacity
of a non-slotted Star increases linearly with the number of the peripheral nodes.

I will now evaluate the packet delay, encountered when a packet attempts to cross
the switch, when the switch operates at its capacity. More precisely I will evaluate
the number of retransmissions a single packet will undergo on the average, until it
succeeds in crossing the switch.

Probability of a single packet from an input loop to enter a destination output
loop is equal to the ratio of the idle period to the total time, as seen by packets on the
input loop. The idle periods on a destination line, as seen by packets on any input
loop, are longer than the total idle periods on the destination line, since the total idle
periods include the traffic from this specific input line. The difference is equal to
of the total idle periods. Thus, the probability of a packet to make it through the

switch on a single attempt is given by

1 1 N
_Prsuccen - (1 + N—:i') * 5 - m. (785)

A blocked packet will continuously try to cross the switch, until it is successful.
Thus, the average number of retransmissions (NOR) until a packet makes it through

the switch is equal to 1/ Pr,yccess, OT

_2(N-1)
NOR= 2"~ (7.86)

Thus for example, NOR equals 1.6 for N = 5 and 1.8 for N = 10. As N increases
the average number of retransmissions increases, being bounded by the value of 2

when N approaches infinity, i.e:
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packet length

Figure 7.11: Typical busy-idle pattern for constant length packets
A;im NOR=2. (7.87)

NOR varies from the value of 1.5 to 2.0 as N varies from 3 to infinity. NOR is,
therefore, a slowly increasing function of N. Thus the average delay of the switch is

not a strong function of the number of input and output loops.

Constant packet length

Solution for the case of constant packet length is slightly more difficult, since the
probability of an arrival of a new packet during an idle period depends on the input
loop. That is, if, after a packet is done, a new packet arrives from the same input line
as the just transmitted one, the idle period will be in multiples of the packet length.
If, however, the new packet comes from a different input loop, and since arrival on
different input lines are unsynchronized, the idle period can be of any length. This
idea is presented in figure 7.11, where the busy-idle pattern for an output line is
shown. The numbers on the packets represent the number of an input loop that the
packet comes from. Note that on an input line packets are arranged back-to-back,
since p = 1 on these lines.

The time axis is divided into packet length intervals. A new packet can arrive
from the same source as the just transmitted one. In this case the idle period is of

length 0. The probability of such an event is given by

Pr(next arrival from the same source) = N——l—— P (7.88)
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The same source can have a packet to other destination with probability

N - ¢
Pr(next arrival not from the same source) = N—-g- . (7.89)

-1
In this case the next arrival to the output loop can come during the following interval

from any of the other N — 2 input lines. This can occur with probability

Pr(arrival from different source during an interval) =

N-2

=1— J] Pr(no arrival from input k to the output line) =
k=1

N — 2.5 def
1- [m] = Pa2. (7.90)
Since all the input loops are unsynchronized, this arrival can take place equally at
any instant during the interval. Thus, in this case, the mean idle period is half of the
packet length.

No arrival from any of the other N — 2 input lines to the output line during an

interval can occur with a probability

Pr(no arrival from different source during an interval) =

N-2

= [] Pr(no arrival from input k to the output line) =
k=1

—_— 1T = o, 91
Therefore, the idle period can take on values 0,1,2,3,... in the case the next arrival
comes from the same source as the previous packet, or takes on the average values
0.5,1.5,2.5, ... in the case the next arrival comes from a different source. The average

idle period is found by calculating the expected value of I.

I= > l- Pr(I=j) =

all values I=j

1 1
0-p + 3 QP2 +1-q¢2p1 + 15 “q@ap+ 2 q1eaep + ... =
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o0 o0 1
=X k-pgg ) (5+8) atg =
k=0 k=0

_ ha+pie+2nae

7.92
21— ar00)? (792)
Substituting for py, q1, ps, ¢2 the following formula can be obtained:
_GED 1 - (D4 DM + 2D 193
21— (RN
As N approaches infinity I converges to a limit
. ox e+1
1\171_1&1 =%e-1 > 1.082. (7.94)
The capacity of a single link is calculated by
1 .
Clink = m -C [blts/sec] . (795)
As N increases Cjinx converges to a limit
}\lfl—lgo Clink = 0.4803... - C [bits/sec] . (7.96)

It can be easily verified that link capacity remains practically stable as a function
of N. Consequently, the total capacity of the configuration increases linearly with N
and is equal, for large values of N, to

Ctatal jad 0.48 M C . N . (7-97)

An interesting point is that the link efficiency is an increasing function of N in the
constant packet length case, whereas it is a decreasing function in the exponential
packet length case. I also note that the link efficiency is slightly higher for small
values of N for the constant packet length case than for the exponential case. As N
increases, the reverse becomes true.

The delay through the switch for the constant packet length is calculated in the
similar way as for the exponential case. For large values of N the NOR reaches a

limit, i.e.,
lim NOR = 2.0820... (7.98)

Once again, the NOR is a slowly increasing function of V.
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7.7 Appendix G: Sum of two exponential random

variables

Assume z, and z; are two independent, exponentially-distributed random variables

with parameters A; and \;, respectively. I will find the distribution of y = z; + z,.
filzy) = Ay -ehm, (7.99)
fi(za) = Ay - e722%2, (7.100)
Fri4z,(t) = Pr(zi 42, < t) =

t
=/ Pr(zy <t—s|za=8) A e .ds=
0
t
=/ Pr(mlst——s)-)\z-e"’\"-ds:
0

t
= / [1- e"\‘(t")] “dg-e 0. ds =
0

A
—_ - =zt 2 . —A1i_ —-Aat -
=1l-e""+ S (e e ")
e~ Mt _ ) =zt
=142 - A:e (7.101)
d A1c A2, -
fn+=2(t) = EFrxhtz = /\11__':\?;(6 At € Alt)’ (7‘102)

QED
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