
 

Affective Gaming 
 

 

 

 

 

 

 

Design project for the School of Electrical and 

Computer Engineering, Cornell University 

 

 

 

By 

 

 

Ponnapati Raghava Manvitha Reddy (rp493) 

Deepak Awari (dma234) 

 

Project Advisor: Prof. Bruce R. Land 

 

 

Date:                      18/05/2015  



Table of Contents 
Abstract ................................................................................................................................................... 3 

Executive Summary ................................................................................................................................. 3 

Introduction ............................................................................................................................................ 4 

Affective Computing ........................................................................................................................... 4 

Sensor selection .................................................................................................................................. 5 

Sensor 1: Electroencephalogram (EEG): ......................................................................................... 5 

Sensor 2: Galvanic Skin Response (GSR) ......................................................................................... 6 

Sensor 3: Pulse Sensor .................................................................................................................... 7 

Sensor 4: Body Temperature .......................................................................................................... 7 

Project Statement and Design ................................................................................................................ 8 

Block Diagram ..................................................................................................................................... 8 

Stage 1: Sensor circuits design and interface with Arduino ............................................................... 9 

Pulse Sensor: ................................................................................................................................... 9 

Galvanic Skin Resistance: .............................................................................................................. 10 

EEG: ............................................................................................................................................... 11 

Body temperature: ........................................................................................................................ 12 

Stage 2: Emotion Detection .............................................................................................................. 13 

Stage 3: Video Game development .................................................................................................. 15 

Project Management ............................................................................................................................ 15 

Results ................................................................................................................................................... 16 

Applications........................................................................................................................................... 18 

Future Work .......................................................................................................................................... 19 

Acknowledgements ............................................................................................................................... 19 

References ............................................................................................................................................ 19 

Appendix A: EEG and Skin Conductance values during the game play ................................................. 20 

Appendix B: SVM classifier training dataset developed for the EEG and Skin Conductance values 

listed in Appendix A .............................................................................................................................. 21 

 

  



Abstract 
The Electronic Gaming industry has been growing ever fast. The innovations and virtual 

realities clubbed together are building a new horizon of games ever built before. Lot of 

research is encouraged to apply artificial intelligence to gaming applications. One of latest 

technologies in building intelligent games is the application of Affective Computing in Gaming 

environment. 

This project is intended to estimate the gamer’s affect and use it to modify the gaming 

environment making it a better and more interesting experience for each gamer. The project 

is divided into identifying the affect and building a gaming application making use of the affect 

estimated.  

In the Affect Identification stage, the emotional status of the gamer is identified by his 

biological parameters. These parameters are then processed to estimate his emotional status. 

In the second stage, a game is developed which changes the game environment by 

introducing new characters or modifying the difficulty level, etc. The game will in effect pose 

enhanced difficulty levels giving more challenges to the gamer or it can reduce the difficulty 

level when the gamer is exhausted.  

These affect based games keeps learning on its own. In other words, these games will 

customize themselves dynamically to the gamer’s needs and feelings thus providing the best 

possible experience to him. 

Executive Summary 
The Electronic Gaming industry has been growing ever fast. The innovations and virtual 

realities clubbed together are building a new horizon of games ever built before. Lot of 

research is encouraged to apply artificial intelligence to gaming applications. One of latest 

technologies in building intelligent games is the application of Affective Computing in Gaming 

environment. 

Affective Computing is an interdisciplinary field which includes Engineering, Neuroscience, 

Psychology, Cognitive science, computer science, ethics and more. Advances in wearable 

technology lead to non-intrusive measurement of required physiological parameters. Efficient 

machine learning algorithms have been developed to identify patterns in the obtained data. 

Though huge leaps of innovation have been made, understanding and classifying human 

emotions is still a complex process. But, Affective Computing is already being applied in 

various fields like personal health, machines with empathy, assessing stress, haptic 

technology and health technology.  

A person’s emotions is one of the important factors that plays a major role in making a 

decision. To map the decision making abilities into a computer it is necessary for the computer 

to identify the emotions of a person and respond to them. There has been a lot of research 

to determine the physiological parameters that can help to estimate an individual’s emotional 

state. Some of the commonly used parameters are Skin Conductance, Heart Beat, and 

Electroencephalogram. Use of the emotional state in computing lead to the field of Affective 

Computing. 



Determining human emotions can play a vital role in many fields. It’s importance has already 

been recognized in the fields of psychology, intelligent system design, biomedical systems and 

entertainment industry. 

In this project, Affective Computing is applied in the video games. This project was intended 

to estimate the gamer’s affect and use it to modify the gaming environment making it a better 

and more interesting experience for each gamer. The project was carried out in three stages. 

In the first stage, all the necessary sensors were designed to read the biological parameters 

of the gamer. All these sensors were then induced in the wearable cap that can read the 

various sensor values and send it to the Arduino. Arduino then samples these values and 

sends it to the PC where the data is processed  

In the second stage, the sensor data so read are processed to estimate the emotional of the 

gamer. In this stage, an SVM classifier was trained to provide an estimate of the emotional 

state of the person.  

In the third stage, the estimate of the emotional state of the gamer is used in the video game 

to control the game environment. If the gamer was relaxed, the game environment changed 

the centre of gravity of the car making it difficult to play the game. If he is stressed, the game 

environment will change by reducing the suspension and providing a good control of the car. 

Also, if the gamer is stressed, the racing track will provide lot of bonus points which the gamer 

can grab thus giving him additional points and a sense of victory. Thus, by adapting rapidly to 

the gamer’s emotional status, the game provides a really enhanced experience for the gamer. 

These affect based games keeps learning on its own. In other words, these games will 

customize themselves dynamically to the gamer’s needs and feelings thus providing the best 

possible experience to him. 

The project implemented each stage and tested for the real game play. The system monitored 

the biological parameters of the gamer, determined gamer’s emotional state and controlled 

the game environment. However, there is still a tremendous scope to improve in each stage 

with better mapping of sensors to emotions and emotions to game control in real time. 

Introduction 
This project aims enhancing the gaming experience of the gamer. With this project enables 

the game environment to change itself according to the emotional state of the gamer. Thus, 

it provides an enhanced interactions between the game and the gamer. The gamer will no 

longer have to play easier levels before he reaches his challenges. The game quickly adapts 

itself to his gaming capabilities. This project employs the novel idea of Affective Computing in 

gaming to estimate his emotional state for the game. 

Affective Computing 
Interest in determining human emotions dates back many centuries. It encompasses many 

disciplines- neuroscience, psychology, sociology, cognitive science and computer science. 

From this a new branch of study called affective computing emerged. It strives to build 

computing systems that can interpret human emotions.    



Human emotions can be related to numerous biological parameters. Research in 

neuroscience helped to determine the structures in brain that can be related to human 

emotions. The electrical charge stored on neurons in these structures were studied by using 

Electroencephalogram. Another biological parameter of importance is skin conductance. 

Discovery of skin conductance in 1889 by Ivane Tarkhnishvili lead to a flood of experiments 

to determine its relation to external stimuli. These two parameters seem to be the most 

responsive to human emotions. Other parameters include blood oxygen content, facial 

expressions, posture, Electrooculogram. 

Another challenge after determining the biological parameters is to classify them. 

Determining accurate classification from various modes of data requires a machine learning 

algorithm with high accuracy. Some of the approaches include Support Vector Machines, 

Bayesian Approach, Neural Network and Probabilistic Graphical Models. 

Sensor selection 
The emotional state of the person affects his behavior in many ways ranging from his 

reactions to the external environment to more internal aspects such as his biological 

parameters like pulse rate, skin conductance etc. This project makes use of this fact that the 

emotional state of the person affects his biological parameters. With this, this project tries to 

reverse engineer to develop an estimate of the person’s emotional state by monitoring his 

biological parameters. This section talks about how some of the biological parameters of the 

person is affected by his emotional state. 

Sensor 1: Electroencephalogram (EEG): 

 Cerebrum of Human brain can be classified into a total of 6 lobes, each of which is 

related to each of which are related to different brain functions. Lobe and their corresponding 

functions are shown below 

Lobe Function 

Frontal Lobe Determines future consequences based on present input and output. It 
retains memories for a long time that are not tasked based. They are 
usually based on emotion input from the limbic system. They adapt the 
emotions to fit socially acceptable norm.  

Parietal Lobe This part of the brain processes information various senses including the 
sense of touch. It plays an important role in determining relationship 
between numbers and is essential in manipulating objects. 

Occipital Lobe As the name indicates this lobe is the visual processing center of the 
brain. It determines orientation, color properties and frequency. 
Damage in this lobe can lead to hallucinations  

Temporal Lobe This lobe is involved In high level auditory processing and also in 
processing visual stimuli. This lobe establishes object recognition based 
on visual input. It is an important region for language/speech 
recognition 

Limbic lobe This lobe is visible in medial cross section of brain. This lobes determines 
the emotion. A direct relationship between emotional responses and 
limbic lobe can be established 



Insular Lobe This part of brain recognizes pain and few other social emotions. It is 
also responsible in motor control of hand and eye. It is a factor in 
establishing self-awareness.  

 

An electroencephalogram can be used to read signals from any one of these lobes and those 

signals can be classified into emotions. As you can see, each lobe performs only specific set 

of functions so it is essential to choose the right lobes to study when determining emotional 

response to a set of stimuli.  An internationally recognized system called 10-20 system helps 

in determining the placement of electrodes on scalp for the study of any of the six lobes  

 

 

Figure 1  10/20 System for EEG electrode placement. 

Source: http://www.immrama.org/eeg/electrode.html 

This project mainly consists of visual and auditory stimuli. Since the main objective is to 

redesign the gaming console this project has chosen to study the frontal and occipital lobes 

of the brain because they are easily accessible. 

Sensor 2: Galvanic Skin Response (GSR) 

Study of Galvanic Skin Response and its response to external stimulus began in early 1900’s. 

It was observed that in presence of external stimuli there is a detectable change in the 

galvanic skin response. Galvanic Skin response encompasses all the electrical properties of 

skin. It was determined that skin conductance is an objective index of emotional responses.  

Galvanic skin response consist of five principal measures: 

Measure Definition 

Skin Conductance Level(SCL) Base level of electrical conductivity of skin 

Skin Conductance 
Response(SCR) 

Phasic change in electrical conductivity of skin 

Non-Specific SCR’s(NS-SCR) Skin conductance response without any stimuli 



Frequency of NS-SCR’s Rate at which skin conductance response changes in 
absence of stimuli 

Event Specific SCR Skin conductance response In presence of external 
stimuli 

 

Recent advances in technology lead to better design of circuits to measure skin conductance 

and improvements in the way skin conductance values are analyzed. Since skin conductance 

response has proven to respond to stimuli in a reasonable amount of time we included it as a 

parameter.  

Sensor 3: Pulse Sensor 

Studies show that, heart beat variability can be associated with change in emotional state of 

a person. It is very well known that heart beat rises when doing a strenuous task or when 

excited. Pulse sensor is usually used in fitness monitor to make sure that the heart rate 

doesn’t cross specified levels.  

Based on our research, we believe pulse sensor can prove to be another objective measure 

of emotional state so we included it as one of our parameters. 

Sensor 4: Body Temperature 

The fourth parameter we choose to study is Body temperature. Although this parameter 

doesn’t change very fast and doesn’t help much in determining the emotional status of the 

person, the body temperature can affect other parameters being used. Thus, the temperature 

variation can be used to dynamically calibrate other parameters to estimate the emotional 

status of the person. So it is essential to include body temperature as a factor in the emotion 

classification algorithms. 

  



Project Statement and Design 
This project aims at enhancing the gaming experience for the gamer by developing the game 

that can adapt to the gamer’s abilities quickly.  

This is achieved by developing a game that can take his stress levels as inputs and changing 

the game environment. If the gamer is relaxed and bored, the game should quickly detect this 

and provide better challenges to him to make him interested. On the other hand, if the gamer 

is stressed, the game should decrease his difficulty levels thus keeping him interested.  

This solution of feeding the stress levels to the game so that it can adapt itself to gamer’s 

stress levels is inspired by the novel idea of Affective Computing. Affective Computing helps 

to estimate the emotional status of the person and the same is applied to control the video 

game environment.  

Block Diagram  
The block diagram of the complete system is shown below. 

 

Figure 2 Block Diagram of Affective Gaming system. 

As can be seen from the above block diagram, the system is developed in three stages as 

mentioned below. 

 Stage 1: Sensor circuits design and interface with Arduino. 



 Stage 2: Emotion detection 

 Stage 3: Video game development 

The video game receives the game control inputs from the game controller operated by the 

gamer. Also, various sensor circuits’ reads gamer’s biological parameters and sends it to 

Arduino. The emotion processor reads the various biological parameters of the gamer and 

estimates the emotions. Once the emotion is estimated, the same is provided as another 

input to the video game to change the game environment. 

Stage 1: Sensor circuits design and interface with Arduino 
In this section, the circuits for various sensor interface are designed. As mentioned above, 

there are biological parameters used in this project to estimate the emotional status of the 

person. Each of these parameters are read through corresponding sensor circuits and 

supplied to the Arduino. Arduino reads these parameters and processes them before sending 

these data to the Emotion Processor. The hardware circuit design and software processing on 

Arduino for each parameter are explained below. 

Pulse Sensor: 

Circuit design: 

Kindly refer to the circuit diagram below used for sensing the pulse rate of the person. 

 

Figure 3 Pulse rate sensor circuit. 

This circuit is designed in two stages. The first stage corresponds to reading the pulse rate. To 

determine the pulse, an IR light from IR transmitter is passed through the tip of the figure and 

the same is read by the IR receiver. Whenever there is a pulse, the intensity of the IR light 

refracted changes. This change in intensity is converted into change in the voltage levels 

across the IR receiver. This change in the voltage levels determines the pulse. 

In the second stage, the pulse so determined as a voltage change, is then amplified and 

filtered by a low pass filter. This amplification and filtering is done in two stages. Each stage 

is designed for cut off frequency of around 3 Hz and gain of around 100. The actual 

calculations for each parameters are shown below with actual values. 

Gain = 1 + 
𝑅𝑓

𝑅𝑖
 = 1 + 

510𝑘

5.1𝑘
 = 1 + 100 = 101 

Cut-off frequency = 
1

2𝜋𝑅𝑓𝐶𝑓
 = 

1

2𝜋∗51𝑘∗1𝜇
 = 3.12 Hz. 



Software Processing 

The Arduino Due has an 84 MHz main clock and the analogRead() function takes about 40us. 

At this rate, Arduino can read 25K samples in 1 second. However, the sampling is limited by 

the serial communications between the Arduino and the PC. This is because, in each iterations 

of the loop, the Arduino samples the analog input channel and sends the data serially. Since 

serial communication is slow, this acts as the bottle neck to number of samples read each 

second. Arduino sends the data at 9600 baud rate. Thus, the sampling rate will also be limited 

by this baud rate. The baud rate can be increased to read more samples if needed. 

The Arduino samples the pulse values and determines the peaks corresponding to each pulse. 

Finally, it counts the number of pulses and sends the data to the Emotion Processor on the 

PC serially.  

To determine the pulse, the program sets a threshold on the voltage level to determine when 

the sensor data obtained peaks. Each peak is associated with one beat of the heart. To 

determine heart beats per minute i.e. heart rate, number peaks in a 10 second interval are 

counted and used interpolation to determine the number of peaks in 60 seconds. Then, the 

number of peaks and thus the heart rate count is determined. 

Galvanic Skin Resistance: 

Circuit design: 

Kindly refer to the interface circuit for the galvanic skin resistance shown below. 

 

Figure 4 Skin conductance circuit design. 

As explained for the pulse sensor, the GSR interface circuit is also designed in the similar two 

stages. However, unlike pulse sensor, in the first stage, the GSR value is determined by the 

pair of electrodes stuck at the middle of the two fingers. The voltage difference in both the 

electrodes is then amplified and filtered in the second stage. The amplification and filtering 

employed in the second stage of GSR is same as that in Pulse. In each stage, the gain is 101 

and cut-off frequency is 3.12Hz as shown below. 

Gain = 1 + 
𝑅𝑓

𝑅𝑖
 = 1 + 

510𝑘

5.1𝑘
 = 1 + 100 = 101 

Cut-off frequency = 
1

2𝜋𝑅𝑓𝐶𝑓
 = 

1

2𝜋∗51𝑘∗1𝜇
 = 3.12 Hz. 



Software Processing 

As described in the previous section, the Arduino Due has an 84 MHz main clock and can read 

25K samples in 1 second for default settings. However, the sampling is limited by the serial 

communications between the Arduino and the PC due to the sequential execution in each 

iteration. Since the serial communication is set at 9600 baud rate the sampling is limited to 

this rate. The baud rate can be increased to read more samples if required. 

The skin conductance response is plotted with respect to time in Processing. It was observed 

that the baseline in skin conductance response changes rapidly. As such, instead of referring 

to the actual values of the skin conductance, the project referred to the first derivative of the 

skin conductance values thus referring to the changes in the skin conductance values for 

different events.  

EEG: 

Circuit design: 

The EEG sensor interface circuit is shown below. 

 

Figure 5 EEG sensor circuit. 

Source: 
http://people.ece.cornell.edu/land/courses/ece4760/FinalProjects/s2012/cwm55/cwm55_m

j294/#intro 

 

This circuit has three parts. In the first part, a neutral reference ground (or a floating ground) 

is generated half way between the power supply to provide a positive and negative voltage 

levels to the amplifier. In the second stage, the EEG ways are measured using three 

electrodes. The first electrode is attached to the A1 point as per the 10-20 system (behind the 

left ear). This electrode connects to the floating ground. The second and third electrodes 

attaches to O2 and FP2 points respectively on the 10-20 system. Both, second and third pins 



will be connected to the input terminals of the Instrumentation Amplifier namely Pins 2 and 

3 respectively.  

The EEG waves picked up by these electrodes is then amplified by the amplification stage. The 

trimmer in the amplification stage is calibrated to bias the output of the amplifier in the 

middle of the required output voltage range. The, overall amplification of the system is 

around 1500. 

Software Processing 

As described in the previous section, the Arduino Due has an 84 MHz main clock and can read 

25K samples in 1 second for default settings. However, the sampling is limited by the serial 

communications between the Arduino and the PC due to the sequential execution in each 

iteration. Since the serial communication is set at 9600 baud rate the sampling is limited to 

this rate. The EEG values are read by the Arduino and transmitted serially to the Emotion 

Processor on PC at 9600 baud rate.  

Unlike rest of the parameters, information regarding the emotional responses is obtained 

from frequency spectrum. To observe this, the Fast Fourier transform (FFT) of the brainwaves 

is plotted using a library in Arduino and displayed it using Processing. The magnitude of 

frequency response changes in the frequency band around 4-30 Hz. The frequency spectrum 

of the EEG brainwaves is characterized by different brainwave components namely alpha (8-

12 Hz), beta (12 – 25 Hz) and delta (4-8 Hz) waves. These brainwaves corresponds to different 

emotional state of a person. The EEG waves were then processed to calculate the contribution 

of various brainwaves. These values are then mapped to the emotional state of the person 

based on the experiments.  During the experiments, we observed that the beta waves of the 

person are stronger than alpha and delta waves when he is stressed and they are comparable 

when he is relaxed. This fact is further used in the training of the SVM classifier in emotion 

processor. This is described in Emotion detection section later. 

Body temperature: 

Circuit design: 

The body temperature changes very slowly and can be read using a thermistor. This sensor 

doesn’t require any amplification. The temperature sensor circuit is a voltage divider as shown 

below. 

 

Figure 6 Body temperature sensor circuit. 



The thermistor is denoted by R Thermistor in the above circuit. The lower resistor R1 is a known 

constant resistor across which the voltage is measured. Based on this value the body 

temperature is mapped in the software.  

Software processing  

As described in the previous section, the Arduino Due has an 84 MHz main clock and can read 

25K samples in 1 second for default settings. However, the sampling is limited by the serial 

communications between the Arduino and the PC due to the sequential execution in each 

iteration. Since the serial communication is set at 9600 baud rate the sampling is limited to 

this rate. The body temperature values are read by the Arduino and sent to the emotion 

processor at 9600 baud rate. We observed that body temperature doesn’t settle down at one 

level instead it seems to vary sporadically. So we took an average of 10 values to obtain a 

more smoothed level of temperature. 

Stage 2: Emotion Detection 
Emotion detection is the most challenging part in the whole of the project mainly due to its 

inherent research requirements. Thus, we dedicated a separate stage for this task. The 

emotion detection task involved identifying the parameters that can be used to uniquely 

estimate emotions. This task involves lot of experiment based analysis to estimate emotional 

status of the person. Various sensors designed in the above section are used to determine 

various features that can be used for emotion detection. The emotion detection employed 

SVM classifier for emotion detection. SVM is a supervised learning model that takes labeled 

data to train the model. It classifies the training data by means of hyper planes in the multi-

dimension space. Based on experiment results, we narrowed down on following set of 

features to train SVM model. 

1. Energy in Delta Brainwaves 

2. Difference in energies between Alpha and Beta Brainwaves 

3. 1st Derivative of Skin Conductance 

These features requires only EEG waves and skin conductance values. Thus the remaining two 

parameters namely body temperature and pulse rate are omitted for the emotion detection. 

The block diagram for the emotion detection task is shown below. 



 

Figure 7 Emotion detection block diagram. 

As explained above, SVM is a supervised learning model i.e. the SVM classifier is trained based 

on the labeled datasets and then builds a model based on these labeled datasets. Then, new 

data sets are predicted by the model thus trained.  

To train the SVM model, system allows the gamer to play for the first lap. During this period 

all the required sensors parameters are read and the corresponding feature set are extracted. 

These feature sets are then labeled. Finally, these labeled training data are passed to the SVM 

model and the model is trained.  

The labels are applied to the training datasets in two ways. In the first approach, a key “K” is 

provided for the user to input his stress levels. If he is stressed, he can press on the key “K” 

which labels the datasets corresponding to that time. This approach gives a more user 

controlled approach of labelling the datasets for his stress levels. The datasets labelled this 

way cannot be overwritten. In the second approach, the difference in the beta and alpha 

brainwaves is calculated for all the datasets. Amongst these values for all the datasets are the 

top 20% of the range is used to label stressed state whereas rest values corresponds to 

relaxed state. This labelling is based on several experiments. Based on the experiments, it was 

found that the difference between beta and alpha energy levels increases tremendously 

when stressed out and is less for relaxed state. 

Once the SVM model is trained, the sensor values are read and features are extracted. These 

feature set are then passed to the trained SVM model to estimate the emotional status of the 

gamer. This emotional status is then passed to the video game to control the game 

environment. 



Stage 3: Video Game development 
We used Unity Game Engine for the video game development. The project focused on 

developing a first person shooter game from scratch. We tested the results for the same with 

some free and open racing games developed in Unity. We found that the racing game was 

more stressful than the first person shooter game as the racing game needed full attention 

throughout the game. Thus, we decided to enhance the racing game to control the game 

environment.  

There were two levels developed for the video game. The first level was the basic game which 

was used to train the SVM model. This level did not have any game environment changes. The 

second level was used for the testing. In this level based on the biological parameters of the 

gamer his emotional status is estimated and the same is then passed to the video game. Based 

on the emotional status, the video game environment changed. The various parameters of 

the video game that was controlled are divided into two sections as mentioned below. 

 Car related parameters such as wheel suspension and the center of gravity of the car 

etc. 

 Race track parameters such as obstructions on the track and special points at the 

curves 

Project Management 
As described above, this project is carried out in three stages mentioned below. 

 Stage 1: Sensor circuits design and interface with Arduino. 

 Stage 2: Emotion detection 

 Stage 3: Video game development 

In the first stage, the various sensor circuits are designed along with the interface software 

program for Arduino. One team member, Deepak, was assigned with circuit design tasks while 

the other team member, Mavitha, developed the software interface programs. All sensor 

circuits and interface programs were developed in the first semester. 

In the second stage, various feature set are determined for the emotion detection based on 

the various set of experiments. Once the feature set were determined, the same were used 

to train the SVM model to predict the emotional status.  

In the third stage, the video game was developed and tested for game environment control 

based various inputs. Finally, the video game was integrated with the emotion detection 

program to develop the flow of the game including laps for training the SVM model and 

further laps for controlling the video game environment based emotional status inputs. 

Both emotion detection and video game development tasks were carried out in the second 

semester. Although both team members worked together to discuss about the approaches 

and perform the tasks, Manvitha took over the video game development while Deepak 

designed the SVM model for emotion detection. 



Results 
The project achieved various objectives and milestones. Various sensors were interfaced 

successfully and studied their behavior with respect the emotional status of the person. Then 

the project narrowed down the sensors to select the features for training SVM model to 

predict the emotional status of the gamer. Finally, the emotional status is used to control the 

video game environment. 

As mentioned earlier, the training data for the SVM classifier was labeled based on the 

difference in the beta and alpha brainwaves. A sample of the training labels classified are 

plotted as shown below. A sample of the EEG and Skin Conductance values recorded during 

game play are listed in Appendix A and the corresponding SVM training datasets generated 

for the same data is listed in Appendix B. Label the axis 

 

Figure 8 Training data classification based on threshold levels for SVM Model training. 

In the above figure, the dataset are plotted which are used for training the SVM classifier. The 

X axis corresponds to the time axis and the Y-axis corresponds to difference in beta and alpha 

waves. The dataset corresponding to point above the threshold line corresponds to Stressed 

State and ones below the threshold corresponds to the Relaxed state. There is no clear 

demarcation between the relaxed and stressed out states. Thus, it was decided to consider 

the datasets with highest (beta-alpha) values to represent stressed state. Thus, the threshold 

was chosen to be 80% of the range of beta-alpha values. The actual value of threshold itself 

will be different for each use as it depends on many factors such as the emotional state of the 

person, environmental factors, how well are the electrodes connected etc. 



The EEG brainwaves for Relaxed and Stressed status are shown below.  

 

Figure 9 EEG brainwaves for relaxed state. 

 

Figure 10 EEG brainwaves for stressed state. 

In the above figures, the sharp peaks observed at around 41Hz and 18Hz are expected to be 

the 60Hz noise aliased into the lower frequencies due to lower sampling rates. These 

frequencies are expected to correspond to first and second harmonics of the 60Hz 

respectively. 

The Skin conductance waveforms for Relaxed and Stressed status are shown below. 

 

Figure 11 Skin conductance waves for 
relaxed state. 

 

Figure 12 Skin conductance waves for 
stressed state. 

In the above figures, there are two kinds of events. One due to physical movements of the 

fingers to which the electrodes are connected to. These events corresponds to the ones with 

wider widths and marked in blue. Another kind of events are due to emotional state changes. 

These are shown by frequent changes in the skin conductance values with narrow ‘V’ shaped 

widths and are marked in red in the above figures. In the relaxed state, events due to 

emotional state change will be less and it’ll be more in stressed state as represented in the 

above figures.  

The feature used for SVM training is the first derivative of the skin conductance values. Since 

these two events couldn’t be differentiated by the system, both these events will be 

considered during the SVM training. However, the SVM training should only consider the 



events due to emotional changes and not the ones due to finger movements, the latter was 

suppressed by suggesting the user not to move his fingers on which electrodes were attached.  

The game environment for Relaxed and Stressed status are shown below. 

 

Figure 13 Video game environment for 
relaxed state. 

 

Figure 14 Video game environment for 
stressed state. 

As can be seen from the above figures, in the relaxed state, the car throws a green light 

showing the relaxed state. In this state, the car controls will be changed by shifting the center 

of gravity of the car thus making it more difficult to play. This gives a sense of challenge to the 

gamer. 

In the stressed state, the car emits red light showing the signs of stress. Also, there will be 

many bonus points you can get when you are stressed. Thus giving the gamer sense of victory 

when he is stressed. 

Applications 
Recognition of Human emotions have applications in many fields. Some of the domains where 

human emotion detection can be used are explained here. 

In psychology, affective computing is being used to monitor mental health and improve 

emotional wellbeing. It is used to assist in learning needs and social skills of children 

diagnosed with Autism and ADHD. It helps monitor depression, sleep and stress patterns. 

Another important application of this technology in this field is in the case of Epilepsy. It helps 

recognize the anomalies in the nervous system activity that precede seizures. 

In intelligent system design, affective computing is being put to use in helping systems 

understand emotions and respond accordingly.  Few examples include engaging concerts to 

determine reactions to musical expressions, gesture based guitar, system to practice social 

interactions in face-to-face scenarios.  

In biomedical system, affective computing is being used to remotely monitor vital signs like 

heart rate, blood pressure and breathing rate thereby improving the delivery of primary 



healthcare. It also increases the amount of interaction between doctor and patient and helps 

reduce the need for trained personnel during diagnostic tests. 

In entertainment industry, affective computing is being used to enhance user experience. It 

is being used to set just the right amount of challenge in games and toys. It is also being used 

to reinvent user interactions in the retail industry.  

The emotion detection can also be applied in customer experience determination by 

estimating the customer’s emotional responses to a product. Thus it helps in redesigning the 

brand perception providing a greater satisfaction for the customers.  

Future Work 
We have successfully designed systems to measure and monitor four biological parameters- 

Skin conductance response, Electroencephalogram, Pulse sensor and Body temperature. Our 

next steps would be as follows 

1) Determining response of each parameter to different kinds of visual and audio stimuli 

2) Classifying the response into Excited, sad and normal using an efficient machine 

learning algorithm  

3) Building an interactive video game which changes difficulty level, graphics and audio 

based on output from the machine learning algorithm 
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Appendix A: EEG and Skin Conductance values during the game play 

EEG 
Skin 

Conductance 
EEG 

Skin 
Conductance 

EEG 
Skin 

Conductance 
EEG 

Skin 
Conductance 

1023 1023 118 791 0 625 1022 621 

91 1023 216 618 0 622 1023 616 

5 616 590 621 0 622 708 623 

3 620 378 624 71 622 475 622 

3 623 364 622 258 626 645 624 

2 626 764 624 279 627 1023 624 

1 619 114 624 563 620 1006 622 

0 624 37 655 166 666 630 671 

0 624 82 726 284 744 419 758 

1023 624 105 810 235 829 301 840 

1023 691 390 893 225 907 173 922 

1023 797 500 964 19 981 10 995 

1023 914 163 1023 297 1023 1 1023 

1023 1023 1023 1023 652 1023 471 1023 

1023 1023 285 1023 256 1023 331 1023 

1023 1023 23 1023 15 1023 732 1023 

1023 1023 83 1023 0 1023 392 1023 

561 1023 307 1023 0 1023 494 1023 

121 1023 307 1023 0 1023 361 1023 

110 1023 239 1023 0 1023 233 925 

11 1023 13 630 0 623 13 624 

0 726 834 622 0 624 31 622 

0 617 579 618 1023 620 497 621 

0 624 399 625 1023 624 340 624 

654 627 322 623 1023 625 104 626 

1023 622 1023 621 1023 623 244 628 

882 625 990 622 1023 623 708 628 

70 626 646 663 586 666 543 690 

3 678 425 741 380 745 369 772 

0 759 547 822 192 835 247 856 

0 850 1023 897 1023 908 496 934 

0 934 704 972 385 982 566 999 

270 1020 563 1023 27 1023 346 1023 

1023 1023 1023 1023 568 1023 443 1023 

655 1023 367 1023 269 1023 318 1023 

1023 1023 171 1023 16 1023 767 1023 

940 1023 9 1023 0 1023 589 1023 

538 1023 1 1023 0 1023 341 1023 

167 1023 0 1023 25 1023 310 1023 

284 1023 0 1023 284 1000 66 870 

  



Appendix B: SVM classifier training dataset developed for the EEG and 

Skin Conductance values listed in Appendix A 
Training 

Label 
Delta 

Waves 
Beta - Alpha 

1st Derivative of 
Skin Conductance 

0 3932.22 -89.64 6.00 

0 4284.24 -82.45 0.00 

0 5406.25 -384.14 -139.00 

1 2365.68 1170.33 -29.00 

1 4876.85 1122.76 95.00 

0 3863.39 -383.66 279.00 

0 2645.12 -111.79 261.00 

0 2127.11 -1120.50 233.00 

0 3774.41 -632.02 388.00 

0 2655.03 10.44 243.00 

0 2924.76 -1957.95 -167.00 

0 3386.61 -1018.24 265.00 

0 4520.27 -242.33 -272.00 

0 4801.83 -2478.17 59.00 

0 2394.36 -1093.45 -23.00 

0 3200.67 -2866.75 389.00 

0 3549.32 -1225.82 78.00 

0 2933.41 -672.33 42.00 

1 2440.25 181.41 247.00 

0 3057.17 -1446.17 582.00 

1 4579.06 836.58 -879.00 

1 3293.94 417.34 -68.00 

0 3749.87 -208.34 -210.00 

0 4768.69 -847.88 -116.00 

1 3316.65 322.74 -645.00 

0 3314.78 -797.27 -376.00 

0 3256.50 -757.46 424.00 

0 3767.72 -816.98 -636.00 

0 3103.50 -278.57 -409.00 

0 2985.51 -963.46 -584.00 

0 2565.53 -495.11 -527.00 

1 4083.57 583.20 236.00 

0 4427.15 -680.35 -79.00 

0 3917.55 -1105.36 -666.00 

0 4305.32 -3484.02 1023.00 

0 5255.79 -3470.33 -208.00 

0 4744.65 -4503.82 -933.00 

1 3931.89 433.05 -59.00 

0 2720.56 -849.18 -366.00 

 


